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Abstract—It is widely believed that most Recognition and
Mining (RM) workloads can easily take advantage of paral-
lel computing platforms because these workloads are data-
parallel. Contrary to this popular belief, we present RM
workloads for which conventional parallel implementations
scale poorly on multi-core platforms. We identify off-chip
memory transfers and overheads in the parallel runtime library
as the primary bottlenecks that limit speedups to be well below
the ideal linear speedup expected for data-parallel workloads.
To achieve improved parallel scalability, we identify and exploit
several interesting properties of RM workloads — sparsity
of model updates, low spatial locality among model updates,
presence of insignificant computations, and the inherently
self-healing nature of these algorithms in the presence of
errors. We leverage these domain-specific characteristics to
improve parallel scalability in two major ways. First, we
utilize data dependency relaxation to simultaneously execute
multiple training iterations in parallel, thereby increasing the
granularity of the parallel tasks and significantly lowering
the run-time overheads of fine-grained threading. Second, we
strategically drop selected computations that are insignificant
to the accuracy of the final result, but account for a dispro-
portionately large amount of off-chip (memory and coherence)
traffic.

Through the application of the proposed techniques, we
show that much higher speedups are possible on multi-core
platforms for two important RM applications — document
search using semantic indexing, and eye detection in images
using generalized learning vector quantization. On an 8-
core platform, we achieve application speedups of 5.5X and
7.3X compared to sequential implementations. Compared to
conventional parallel implementations of these applications
using Intel’s TBB, the proposed techniques result in 4.3X and
4.9X improvements. Although the optimized parallel imple-
mentations are not numerically equivalent to the sequential
implementations, the output quality is shown to be comparable
(and within the margin of variation produced by processing
the input data in a different order). We also explore error
mitigation techniques that can be used to ensure that the
accuracy of results is not compromised.
Keywords-Best-effort computing; Parallel computing; Par-

allel programming; Recognition; Mining; Multi-core; Depen-
dency relaxation.

I. INTRODUCTION

Recognition and Mining (RM) represent an emerging
class of computing workloads that are expected to be preva-
lent on future multi-core and many-core computing plat-
forms. RM applications address the digital data explosion
problem by building mathematical or statistical models that
help us to interpret and understand raw data, and use these
models to search through massive amounts of data [8], [12].
Several studies have demonstrated that many RM algorithms
are data parallel workloads and can easily take advantage
of parallel computing platforms [9], [22]. In other words,
their performance is expected to scale well on future multi-
core and many-core platforms. While this claim is true for
a good number of RM workloads, we demonstrate that not
all RM workloads fit this stereotype. In other words, some
important RM applications contain significant parallelism
that cannot be profitably exploited on current multi-core
platforms using conventional parallel implementations. We
present and analyze two representative applications that fall
into this category: document search based on Supervised
Semantic Indexing (SSI), and eye detection in images based

on Generalized Learning Vector Quantization (GLVQ). We
address the challenge of improving the performance of
these applications on multi-core platforms. Towards that end,
we propose a domain-specific parallelization technique that
leverages the computational structure and domain character-
istics of RM applications.

In this work, we specifically consider RM algorithms that
follow a computational template wherein a model or inter-
mediate result is iteratively refined based on the provided
input training or testing data. The reads and writes to the
model introduce data dependencies between successive “iter-
ations”. In conventional parallel implementations, iterations
are therefore executed serially, and parallelism within each
iteration is exploited. This approach, however, may limit the
algorithms’ parallel scalability due to a variety of factors
such as the granularity of parallelism, or communication and
synchronization between parallel tasks. To address this issue,
we propose an alternative approach to parallelizing RM
algorithms, which creates and exploits parallelism across
iterations by judiciously relaxing or ignoring some of the
data dependencies between iterations. Our approach goes
beyond conventional parallel implementation techniques be-
cause we focus on obtaining comparable output quality
rather than imposing the restriction of maintaining numerical
equivalence to the sequential implementation. The following
insights into the target applications allow us to take this
approach:

• Each iteration is likely to update only a small, data-
dependent portion of the model. We refer to this as the
sparsity of model updates.

• Successive iterations are highly likely to update differ-
ent parts of the model. In other words, model modifi-
cations display minimal locality across iterations.

• Occasional errors introduced in the model by executing
iterations in parallel while relaxing data dependencies
can be tolerated by the inherently resilient (statistical
and self-correcting) nature of RM algorithms, causing
either imperceptible or acceptable variation in the final
output.

From a more general perspective, these properties attribute
to the forgiving nature of RM applications: they accept input
data that is noisy and redundant, they perform computations
that are statistical in nature, and they can produce a large
number of (numerically) distinct solutions that are all con-
sidered equivalent or acceptable. In the context of parallel
computing, this forgiving nature implies that numerical
equivalence of results between parallel and sequential imple-
mentations is not mandatory; different implementations are
equivalent as long as they produce results of similar quality
(classification accuracy, detection probability, relevance of
search results, etc.).

Figure 1 qualitatively demonstrates the net effect of the
proposed techniques, which is to improve application per-
formance and scalability with increasing numbers of cores.
This is achived in two ways. First, dependency relaxation
allows coarse-grained parallelism with minimal commu-
nication or synchronization. Its performance can scale to
a larger number of cores until other limits such as the
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Figure 1. Conceptual illustration of impact of data dependency relaxation
on performance and parallel scalability of RM applications

off-chip bandwidth bottleneck set in due to memory and
coherence traffic. We demonstrate that the impact of off-chip
bandwidth on performance scaling can be alleviated by once
again exploiting the forgiving nature of RM applications.
We identify a small set of computations that have minimal
impact on the output, but cause a disproportionate amount of
memory or coherence traffic. These computations, together
with the associated memory accesses, are dropped, resulting
in improved parallel scalability.

In our previous work [25], we proposed the concept
of best-effort parallel computing and introduced a parallel
programming model that naturally emobides this concept.
In this paper, we study RM applications’ parallel scaling
bottlenecks in detail and apply best-effort techniques to
address these bottlenecks. Specifically, this paper makes the
following contributions:

• The bottlenecks in scaling two significant RM applica-
tions are investigated quantitatively using state-of-the-
art profiling tools.

• The forgiving nature of these applications is character-
ized to justify the proposed techniques.

• Data dependency relaxation is suggested as a tool to
mitigate runtime library overheads.

• Memory and coherence traffic is reduced to address
the bandwidth bottleneck by leveraging the forgiving
nature to drop non-critical memory operations and their
corresponding computations.

• New techniques are proposed to mitigate the loss of
output quality due to the use of best-effort techniques.

We apply our techniques to the SSI and GLVQ ap-
plications and evaluate the improvements in performance
and scalability on an 8-core Dell Poweredge 2950 server
platform. Overall, we achieved application speedups of upto
5.5X and 7.3X respectively over sequential implementations.
These correspond to speedups of 4.3X and 4.9X respectively
over conventional parallel implementations using Intel’s
Threading Building Blocks (TBB) [21]. Although our paral-
lel implementations do not preserve numerical equivalence
with the sequential implementation, we argue that this is
perfectly acceptable for RM applications, where there is
often no “golden” result (e.g., providing input data in a dif-
ferent order leads to a different result even for the sequential
implementation). We demonstrate that our optimized parallel
implementations produce results of comparable quality (the
output falls within a small, tolerable range). In addition,
we propose techniques that can be used to mitigate any
loss of quality, and demonstrate that identical accuracy
can be achieved while maintaining significant performance
improvements.

The rest of the paper is organized as follows. In Section II,
we describe the applications used in our work, and the

underlying algorithms. In Section III, we motivate our work
by analyzing conventional parallel implementations of these
applications on an 8-core platform and demonstrating their
scaling bottlenecks. In Section IV, we analyze the relevant
characteristics of RM applications to make a case for data
dependency relaxed parallel implementations, supporting
our observations through empirical data. In Section V, we
present data dependency relaxed versions of the SSI and
GLVQ algorithms, and examine the impact of the proposed
technique on application performance and output quality. In
Section VI, we present techniques to address the off-chip
bandwidth bottleneck by dropping selected computations
that have insignificant impact on the output but cause
disproportionately high memory or coherence traffic. In
Section VII, we present techniques to mitigate the impact of
data dependency relaxation on applications’ output quality.
We present related work in Section VIII, and conclusions in
Section IX.

II. BACKGROUND

In this section, we introduce two representative RM ap-
plications that are used as drivers for this work. Specifically,
we consider document search using Supervised Semantic
Indexing (SSI) [2], and eye detection using Generalized
Learning Vector Quantization (GLVQ) [26], [30], [28].
For both applications, training or building the underlying
model is much more computation-intensive than applying
the learned model; therefore, we focus on the training phase.
As shown in the next section, these applications represent
RM workloads that are not easily scalable in performance on
multi-core platforms. While we use these two applications
for our demonstration, we believe that our observations and
the proposed techniques apply to other RM workloads with
similar characteristics, as discussed further in Section V.

A. Supervised Semantic Indexing
Supervised Semantic Indexing [2] is an algorithm used for

ranking documents in a corpus or database based on their
semantic similarity to a given text-based query. It performs
this by establishing a direct association between the word
content of a document and its similarity score, taking into
account correlations between words due to synonymy and
polysemy. It has demonstrated state-of-the-art performance
in accuracy on large data sets such as Wikipedia [2].

In SSI, each document is represented by a vector of
TFIDFs for each word in the vocabulary 1. The TFIDF is
a product of Term Frequency (TF) and Inverse Document
Frequency (IDF). TF measures the importance of a word in
a document. It is the ratio of the number of occurrences of
a word in a document to the total number of occurrences of
all words in that document. IDF is a measure of the general
importance of a word in all documents. The IDF of word
is obtained by dividing the number of all documents by the
number of documents containing the word, and then taking
the logarithm of that quotient [1]. Using the trained model,
this long TFIDF vector can be transformed to a much shorter
semantic vector, representing the likelihood of a document
in a number of machine-learned conceptual categories. The
dot product between two semantic vectors measures the
semantic similarity between their corresponding documents.
In the context of document search, documents are ranked and
retrieved based on their similarity with the query document.

The SSI model is learned similar to an artificial neural
network (ANN) [29]; the input nodes are the TFIDFs of
all words in the vocabulary, whose values correspond to

1Since each document is likely to contain only a small fraction of the
vocabulary, this vector is represented as a sparse vector.



Figure 2. The computation structure of SSI training and its dependency
analysis. Colored elements in q, d, and r represent words with nonzero
TFIDFs. In every iteration, only those colored rows in U that correspond
to nonzero TFIDFs are used and updated.

an input document. Each input node is connected directly
to all output nodes that represent a predefined number
of conceptual categories to be learned. The ANN can be
represented as a bias vector b with a length of C and a
weight matrix U sized N × C, where N is the number of
words in the vocabulary and C is the predefined number
of conceptual categories. The ith column of U stores each
word’s weight in contributing to the likelihood of a docu-
ment belonging to the ith conceptual category. This model
is refined in iterations, where each training iteration involves
three TFIDF vectors representing a query document (q), a
labeled relevant document (d), and an irrelevant document
(r). Figure 2 illustrates the computations involved in two
consecutive iterations of the SSI training algorithm. In each
iteration, the model is updated by performing the following
steps:

1) Forward propagation: each of the three documents
(q, d, and r) is fed forward through the network
independently, producing three semantic vectors, each
of which is calculated as weighted sums of TFIDFs
for each conceptual category (sq = qTU + bT , sd =
dTU + bT , and sr = rTU + bT ).

2) Comparing relevancy: The relevance scores of d and
r to q are calculated as sq ·sd and sq ·sr, respectively,
where “·” denotes the dot product. If the score of d
is not greater than that of r by a specified threshold,
three feedback gradients vectors are set to nonzero
(gq = sd−sr, gd = sq , and gr = −sq). These gradient
vectors are then fed to the backward propagation step.

3) Backward propagation: it is only computed when the
gradient vectors are nonzero. It updates U and b using
q, d, and r, and the gradients. Each document’s TFIDF
vector is multiplied by their corresponding gradient
vector to generate a gradient matrix, which is scaled
according to a predefined learning rate ξ and added to
U using the equation U = U+ξ×(q×gT

q +d×gT
d +r×

gT
r ). These gradient vectors are also scaled and added

to b using the equation b = b+ ξ × (gq + gd + gr).
In our experiments, we use Wikipedia’s corpus [17]

composed of 1,863,574 documents to train the model. The
number of words in the vocabulary (N ) is 30,000 and the
number of conceptual categories (C) is selected as 200 in
order to provide sufficient modeling capacity while avoiding
over-fitting [11]. For each document, its relevant documents
are automatically labeled according to the links provided

Figure 3. The computation structure of GLVQ training and its dependency
analysis.

by Wikipedia (a document is relevant to all the other
documents to which it has links). The relevant document, r,
is randomly picked from the corpus. The TFIDF vector for
each document is computed in a pre-processing step before
the training process. While N is large and thus U is large as
well, not all rows of U are accessed in each iteration due to
the sparsity of words in q, d and r. In fact, of the 30,000 rows
in U , only those that correspond to nonzero components
in q, d and r are used to compute the semantic vectors in
the forward propagation. Moreover, it is exactly the same
rows in U that are updated in the backward propagation,
should the relevancy comparison determine that backward
propagation is necessary. Training is organized into epochs
— in each epoch, U is trained by 10,000 tuples of q, d
and r. At the end of each epoch, error is measured using
another set of 10,000 tuples of q, d and r. A testing instance
is regarded as successful if sq · sd > sq · sr. Accuracy is
calculated as the number of successful instances divided by
the total number of testing instances. Tuples used for testing
are different from those used for training.

B. Eye Detection Using GLVQ
GLVQ [26], [30], [28] is a supervised learning algorithm

that classifies an input vector into one of a pre-specified
number of categories or classes. It operates by measuring
the distances from the input vector to a set of trained
reference vectors. Each reference vector belongs to one of
the classes, while each class may have multiple reference
vectors associated with it. Given a set of trained reference
vectors, classification of new input vectors is performed by
just choosing the class that has the closest reference vector.

In the training process, reference vectors are learned using
labeled training vectors. Figure 3 illustrates the computations
involved in two consecutive iterations of the GLVQ training
algorithm. In each iteration, a training vector is processed
to update reference vectors in three steps:

1) The distances between the training vector and all
reference vectors are calculated.

2) Two reference vectors are picked for update: one is
the closest reference vector R1 in the same class as
the labeled training vector; the other is the closest
reference vector R2 among the reference vectors of
all other classes.



3) R1 and R2 are updated such that R1 moves closer to
the training vector, and R2 moves further away from
it.

In the application of the GLVQ algorithm to eye detection,
we are given an image segment (typically cropped from a
larger image), and need to determine whether it contains
an eye or not. Training and Testing vectors are computed
from the given images as histograms of gradients, where
each vector has 512 dimensions. The two categories, eye
and non-eye, have 64 reference vectors each. In the training
process, pre-labeled eye and non-eye images are used to train
the reference vectors. The reference vectors are initialized to
random training vectors in their corresponding category. The
training vectors are fed to the GLVQ training algorithm in
a randomized order. Once the training process is completed,
the model (reference vectors) may be used for classifica-
tion. Classification accuracy is calculated by dividing the
correctly classified image segments by the total number of
testing image segments.

III. MOTIVATION

In this section, we analyze the performance of the SSI and
GLVQ applications on an 8-core platform and show that they
exhibit poor performance scalability, motivating the domain-
specific parallelization technique proposed in this work.
While we use these two applications for demonstration, the
same principle applies to other RM workloads with similar
characteristics, as discussed further in Section V.

A. Parallel Scalability of SSI
We analyze the computational structure of the SSI training

algorithm to identify opportunities for parallelization, and
then discuss the measured performance of a conventional
parallel implementation on an 8-core platform.

As Figure 2 illustrates, consecutive iterations may have
RAW and WAW dependencies if they select two sets of
documents that share some common words — in such cases,
the previous iteration may update some rows of U that will
be used in the next iteration for calculating the semantic
vectors, and these rows may be modified again. Therefore,
training iterations have to be computed sequentially. It may
appear that there is still sufficient parallelism within the
most time-consuming phases (i.e., forward propagation and
back propagation in each training instance). However, as
shown next, this parallelism does not translate to significant
performance improvement on an 8-core platform.

We developed a parallel implementation of the SSI appli-
cation using Intel’s TBB, and evaluated it on the Dell Pow-
eredge 2950 8-core platform. We explored different ways of
parallelizing the SSI training algorithm. Both forward prop-
agation and backward propagation can be parallelized. At a
higher level, the computation of sq , sd, and sr during for-
ward propagation can be performed in parallel. In addition,
the calculation of each semantic vector can be parallelized
across different rows of U . The backward propagation for
each feedback gradient vector can be parallelized across
different rows of U as well. However, this conventional
parallel implementation results in poor scaling, as shown in
Figure 4(a) (only 1.3X speedup is achieved using 8 threads).

In order to determine the cause of the poor performance
and scalability, we used Intel’s VTune performance ana-
lyzer [32] to profile the training process as it executed
on the 8-core platform. We measured the breakdown of
processing cycles between the application and the run-
time overheads (TBB, the threading library). The results
in Figure 4(b) shows that the proportion of time spent
in run-time overheads increase from 17% to 50% as the

application scales from 1 thread to 8 threads 2. Besides
run-time overheads, SSI’s performance also suffers from
limited memory bandwidth. Due to the random selection
of documents from the large corpus and the large size of
the model, the memory requirements are quite high, and
only increase with larger numbers of threads. Using VTune,
we illustrate in Figure 4(c) that the bus utilization increases
beyond 50% with 6 threads 3. Moreover, a significant portion
of the bus bandwidth is consumed by the run-time libraries.

To further validate our conclusion, we changed the num-
ber of conceptual categories (to a very small value - 8,
and a large value - 800), and measured the performance
of the parallel implementation. The results are reported in
Figure 4(a). We observe that performance improvement from
parallelization is higher when the number of conceptual
categories (C) increases, which essentially gives each paral-
lel thread more workload and increases the computation-
to-memory-access ratio. However, increasing the number
of concepts beyond 200 increases the overall execution
time of the algorithm significantly without any noticeable
improvement in accuracy. In effect, we are creating a more
scalable workload by performing useless computation! We
expect scaling of the workload to be primarily in terms
of the size of the input data set (number of documents
in the corpus), and not the model (number of conceptual
categories). Therefore, we cannot expect future scaling of
the workload to mitigate the poor parallel scalability of the
SSI application.

B. Parallel Scalability of GLVQ
We first analyze the computational structure of the GLVQ

training algorithm to identify opportunities for conventional
parallelization that can be exploited using frameworks such
as OpenMP [4], Intel’s TBB [21], etc.

Figure 3 indicates that training vectors have to be pro-
cessed sequentially since there are read-after-write (RAW)
dependencies: the two reference vectors updated by the
previous training vector are used in the distance calculation
of the next training vector. There may also exist write-
after-write (WAW) dependencies should the next training
vector update the same reference vector(s) as the previous
training vector. Nevertheless, the major component of the
algorithm — the distance calculation between a training
vector and all reference vectors — can still be parallelized
across reference vectors or even across dimensions. In the
case of eye detection using GLVQ, distance calculation can
be parallelized across the 128 reference vectors each with a
dimensionality of 512. This parallelism may seem sufficient
to achieve speedup on an 8-core platform, however, as we
show below that is not the case.

We implemented the GLVQ-based eye detection appli-
cation described above in C++ and parallelized it based
on the distance calculation between each training vector
and the reference vectors. The parallel implementation was
developed using Intel’s Threading Building Blocks (TBB)
framework [21]. We considered a data set of 2400 images
of eyes and 3000 images of non-eyes for training. Images
were selected from the Yale face database [23] in grayscale
with a cropped size of 48 × 48. The parallel eye detection
application was evaluated on a Dell Poweredge 2950 8-core
machine (2-way SMP system with Intel Xeon E5320 quad-
core CPUs) with 12 GB memory running RedHat Enterprise
Linux 5.

2We use the same code for the single-threaded and multi-threaded
versions, so even the 1 thread case incurs a small overhead due to initializing
TBB.

3For the given multi-core platform, 60% utilization is the empirical limit
beyond which memory latencies increase drastically [24].
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Figure 4. Performance analysis of a conventional parallel SSI implementation

Figure 5(a) presents the performance of the parallel imple-
mentation as the number of threads varies from 1 to 8 (we
stop at 8 threads since the underlying hardware platform
is an 8-core system and further increase does not improve
performance). We present results for two scenarios - when
each class has 16 reference vectors (total of 32 reference
vectors), and when each class has 64 reference vectors (total
of 128). In the case of 64 reference vectors per class, we
observe that the parallel implementation improves perfor-
mance by only 1.6X from one to eight threads. Figure 5(a)
also suggests that the fewer the reference vectors there are,
the less scalable the performance is. Although this might
lead us to suggest that increasing the number of reference
vectors (beyond 64 per class) could lead to better scalability,
in reality this only increases the overall workload and does
not gain more accuracy due to the phenomenon of model
over-fitting [11].

Further analysis of the parallel implementation using
VTune [32] suggests that bandwidth is not the scaling bot-
tleneck of GLVQ — as Figure 5(c) shows, the bus utilization
is below 20% even with 8 threads. We further breakdown
GLVQ’s overall execution time in Figure 5(b). We observe
that the proportion of time spent in run-time overheads
increases from 4% to 54% as the application is scaled from 1
thread to 8 threads. The data suggest that the poor scalability
is because the granularity of parallelism is too small to be
profitably exploited on the given platform — each parallel
task generated by the application represents only a relatively
small amount of computation, and the run-time library and
thread management overheads are significant compared to
the task execution times.

C. The Scaling Bottlenecks
Analysis has shown that not all RM applications demon-

strate parallel scalability over a larger number of cores.
By partitioning the limited workload within every train-
ing instance, each parallel thread is frequently assigned a
small amount of computation. Such a fine-grained parallel
implementation leads to significant run-time overheads in
the threading library. Moreover, the increase in the number
of concurrent threads also results in more data requests
within the same period of time. Consequently, the band-
width demand may increase drastically and eventually limit
scalability. We identified several properties that relates to
the forgiving nature of RM workloads which entitle us to
address these bottlenecks.

IV. DOMAIN CHARACTERISTICS

The previous section shows that RM workloads such as
SSI and GLVQ demonstrate poor scalability on multi-core
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platforms through conventional parallelization techniques.
In this section, we describe the characteristics of these
algorithms that form the basis for the proposed approach.

Both the algorithms described in Section III follow a
computational template wherein a model or intermediate
result is iteratively refined based on provided input training
or testing data. The reads and writes to the model introduce
data dependencies between successive “iterations”. In con-
ventional parallel implementations, iterations are therefore
executed serially, and only parallelism within each iteration
is exploited.

To further exploit parallelism beyond conventional tech-
niques, we leverage the key domain characteristic of RM
applications — their inherent forgiving nature. Most RM
applications accept input data that is noisy and redundant,
they perform computations that are statistical in nature, and
they can produce a large number of numerically distinct
solutions that are all considered equivalent or acceptable.
These properties imply that numerical equivalence between
the parallel and sequential implementations is not manda-
tory; different implementations are equivalent as long as
they produce similar results of similar quality (classification
accuracy, similarity scores, etc.). This enables us to improve
performance beyond what can be achieved by conventional
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parallelization techniques.
We hypothesize that judiciously relaxing or ignoring some

of the data dependencies between iterations, thereby exploit-
ing parallelism across iterations, will lead to significant
improvements in parallel performance, without adversely
impacting the output quality.

To justify this hypothesis, we empirically analyze SSI
and GLVQ applications to demonstrate three characteristics:
write sparsity for an individual training iteration, low spa-
tial locality of writes between training iterations, and the
inherent error tolerance of the application.

A. Write Sparsity for Individual Iterations
Both SSI and GLVQ algorithms demonstrate write spar-

sity — each training iteration only updates a small portion
of the model. For SSI, some training iterations will not
update the model at all — for all epochs after the 10th
epoch, only 28% of the training instances actually trigger
backward propagation. Even for those training instances, the
number of updated rows in U depends on the total number
of distinct words with nonzero TFIDFs in the training doc-
uments (q, d, r). Figure 6 shows the distribution of number
of distinct words that are present in the documents in the
Wikipedia database. The figure shows that most documents
use only a tiny part of the entire vocabulary. The number
of distinct words in a document directly corresponds to the
portion of the model (U ) that may be updated when the
document is used as training data in an iteration. On average,
a training instance composed of three documents updates
only 3.6% of the rows in U during backward propagation.
In the case of eye detection using GLVQ, only two out of 128
reference vectors (or about 1.6% of the model) are updated
in each iteration.

This write sparsity suggests that only a small part of data
modifications in the next iteration depends on the values
written in the previous iteration. It also suggests a possibility
that consecutive iterations are not likely to update the same
part of the model, which we then characterize quantitatively
as the spatial locality of writes across iterations.

B. Low Spatial Locality of Writes Across Iterations
Write sparsity suggests that each iteration updates only

a small part of the model. However, sparsity will not in
itself be useful if consecutive iterations update exactly the
same parts. Therefore, we need to study the locality of
model updates across consecutive iterations. From a different
perspective, when data dependencies are relaxed and training
iterations are parallelized, the application may be subject to
data races that would undermine output quality.
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Figure 7. Characterizing spatial locality of writes across iterations.

In SSI, we estimate the number of potential data races
by measuring the number of rows in U that are updated
simultaneously by multiple threads 4. According to the
number of parallel threads, training iterations are batched
and each batch is distributed across threads in parallel.
The percentage of model updates subjected to data races
is calculated by dividing the number of data races by the
total number of updated rows in U for a given batch. Data
is estimated using a trace of row numbers updated in each
training iteration, generated using sequential code. When we
hypothetically scale the number of parallel iterations to 8,
only 32% of the rows updated by a batch may be subjected to
data races. Figure 7(a) breaks down the percentage of rows
updated by an average batch according the degree of data
races they incur. We observe that even with eight threads,

4This is a worst-case value, since some of these potential data races could
result in no numerical difference to the model if the timing of updates results
in the same order as the sequential case.



very few rows (<7% of updated rows in U , or <1.3% of
U ) are updated by more than four threads.

For eye detection with GLVQ, we characterize the number
of data races that could potentially occur if a batch of
training instances is executed in parallel. Data is collected
from a sequential execution trace, which is then used to
measure the number of times that a reference vector is
updated more than once within a given batch size. This
number is divided by the total number of reference vector
updates to compute a bound on the fraction of model
updates that can be incorrect due to data races. Figure 7(b)
illustrates the trend of percentage of model updates due to
data races with the number of iterations executed in parallel,
i.e., window size. Clearly, larger windows expose greater
parallelism across iterations, but also lead to more data races
and potential for degradation in the quality of the result. The
fraction of updates impacted by data races stays below 30%
even with a window of 10 iterations. While this seems like a
large number, as we show in the next sub-section, the errors
due to these data races are easily absorbed by the inherently
error resilient nature of the application, e.g., the errors may
be rectified by subsequent training iterations.

We note that the locality of updates is dependent on
the order in which training vectors are processed. For the
experiments described above, we did not alter the order
in which training data was presented to the algorithms by
the serial implementation of the applications. However, in
Section VII, we describe how this can be leveraged to
further mitigate the impact of data races due to dependency
relaxation.

C. Tolerance to errors - the forgiving nature of RM algo-
rithms

As described earlier in the paper, RM applications have
an inherently forgiving nature due to a variety of reasons
including redundancy and noisiness of the input data and
statistical nature of the constituent computations. We attempt
to characterize this forgiving nature by examining (i) how
errors in the model due to data races impact a single
iteration, and (ii) how subsequent iterations correct any
residual errors resulting in a self-healing behavior.

We characterize the self-correcting behavior of the SSI al-
gorithm by disturbing the updated rows of U in the 10000th
training iteration, and measuring the application-level error
rate (accuracy of the model in identifying similar documents)
after allowing varying number of training iterations to “cor-
rect” the error. The results are presented in Figure 8(a). We
observe that the effects of model perturbation are hardly
noticeable until the error magnitude reaches 128 times the
average change in model updates. Moreover, even errors of
such large magnitude can be eventually corrected by later
iterations.

In the case of eye detection using GLVQ, we observed
that the reference vectors are updated with an average offset
of 0.135 and a standard deviation of 0.006 (for a sequential
implementation). We perturb the reference vectors during
training by a range of magnitudes at the beginning of an
iteration and computed the probability that the iteration
would pick an incorrect reference vector to update as a result
of the perturbation. Figure 8(b) shows the results of this
experiment, and indicates that an iteration will rarely pick an
incorrect reference vector to update, unless the disturbance
to the current reference vector is more than 128 times larger
than normal changes in model updates. We note that in
practice, the “errors” introduced in a model due to data races
are unlikely to be so large due to the “converging” nature
of the model values. As a result, the occasional inaccuracy
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Figure 8. Characterizing error tolerance.

introduced to a portion of the model due to data races is not
likely to propagate to other parts of the model.

D. Comparing sequential and parallel implementations
The characteristics identified in this section suggest that

for the considered application domain, we could explore
parallel implementations that do not preserve numerical
equivalence with the sequential implementation. We argue
that this is perfectly acceptable for RM applications, where
there is often no “golden” result. For example, providing
input data in a different order leads to a different result even
for the sequential implementation. This provides a natural
tolerance range within which all outputs could be considered
equivalent.

Our objective is to show that proposed method improves
performance for comparable quality. Our paper compares
sequential and parallel implementations in two different
ways:

• Quality of solutions must be identical: performance
comparison between different methods are not based
upon time spent for a fixed amount of work, but time
spent to achieve a fixed accuracy (Section VI). This
is possible since many applications (including the two
considered in this paper) iteratively refine the model
until a specified accuracy is achieved. Under this com-
parison scenario, the proposed techniques may slightly
increase the number of iterations that the algorithm
needs to execute; however, this increase is significantly
outweighed by the greater efficiency in executing each
iteration.

• Quality of solutions is comparable: performance com-
parison between different methods are based upon time



spent for a fixed amount of work, with the precondition
that error in the output falls within a small tolerance
range (Section V and VII). The tolerable range of error
is obtained empirically from the sequential implemen-
tation.

V. DATA DEPENDENCY RELAXATION
The discussions in Section IV demonstrate that data

dependencies among iterations are sparse and can be relaxed
without significantly impacting the accuracy of the resulting
model. Therefore, we propose an alternative approach to
parallelizing RM algorithms that creates and exploits paral-
lelism across iterations through data dependency relaxation.
By allowing each thread to process different training in-
stances independently rather than process only a fraction
of a training instance, we create parallelism at a coarser
granularity with minimal communication and synchroniza-
tion overheads.

Although we demonstrate this approach on two examples,
we believe that our technique is applicable to a broader class
of applications, and it is most effective under the following
circumstances:

• When the training instances are small or sparse (e.g.
SSI), or when the size of the model is small (e.g., eye
detection using GLVQ), parallelizing the processing of
a single training instance cannot be profitably exploited
on current multi-core platforms using conventional par-
allel implementations.

• When the number of training instances is large, relaxing
the dependency among them may increase the granu-
larity of parallelism significantly.

• Each training instance updates only a small portion of
the model therefore error is less likely to accumulate
and can be self-corrected by later iterations.

Therefore, we believe that the same principles have po-
tential for application to other RM algorithms such as multi-
layer neural networks [29], Support Vector Machines [10],
and Hidden Markov Models [14].

Figure 9 presents data dependency relaxed versions
of the SSI and GLVQ algorithms using the iterative-
convergence programming template designed for RM
workloads [25]. The iterative-convergence template nat-
urally captures algorithms that perform a parallel com-
putation repeatedly until a specified convergence crite-
rion is reached. The parallel computation may be speci-
fied using constructs such as parallel_iterate and
parallel_reduce. In our implementation of the SSI
algorithm, the parallel_iterate represents one epoch
of training corresponding to 10,000 iterations, and is fol-
lowed by a parallel_reduce that computes the error on
a randomly selected testing set. The parallel_reduce
computation is straightforward to parallelize efficiently. Our
focus is on the parallel_iterate, which is difficult
to parallelize due to the dependencies between iterations
induced by the model updates. In the case of the GLVQ
algorithm for eye detection, the parallel_iterate rep-
resents the entire training algorithm, and the convergence
condition is specified to TRUE indicating that only one pass
is made through the training data.

For data dependency relaxation, the batch keyword is
used to specify that multiple iterations may be executed
in parallel while relaxing data dependencies between them.
The parameter to this keyword, the batch size, specifies the
maximum number of training instances that may be subject
to dependency relaxation.
A. Improvements in Performance Scalability

To justify our hypothesis that relaxing data dependencies
among training iterations improves performance scalability

while still generating acceptable accuracy, we implemented
dependency relaxed versions of both SSI and GLVQ al-
gorithms. We refer to this implementation as DR and the
conventional parallel implementation as Conventional. By
ignoring data dependencies, multiple parallel threads may
update the same part of the model simultaneously, resulting
in data races and it is not deterministic which value the
model will end up with. In all our experiments, each run is
repeated 5 times for SSI 5 and 100 times for GLVQ to even
out measurement errors introduced by run-time variability.

We consider the output model as acceptable if it falls
within a small, empirical error-tolerance range (less than
0.29%). The tolerance range is empirically obtained as the
variation in accuracy when the conventional implementation
is subjected to different orders in which input training
instances are considered. Note that the inherent nature of
RM algorithms is different from typical numerical algo-
rithms; even for the conventional implementation, there is
no “golden” result.

As a result of data dependency relaxation, SSI becomes
more scalable. Figure 10(a) compares the result of Con-
ventional and DR implementations. The speedup resulting
from the DR case with 8 threads is 3.1X instead of 1.3X
with the Conventional case. On the other hand, modeling
accuracy drops very minimally, from 93.95% to 93.84%.
Further analysis shows that while the run-time overhead is
drastically reduced and is no longer the bottleneck (Fig-
ure 10(b)), bus utilization increases close to 60% at six
threads, as shown in Figure 10(c). According to the VTune
Performance Analyzer, a bus utilization larger than 60%
leads to performance degradation, and it keeps SSI from
further performance scalability.

After data dependency relaxation, the eye detection appli-
cation using GLVQ shows significant improvement in per-
formance and parallel scalability. As Figure 11(a) shows, the
speedup resulting from 8 threads is 7.3X instead of 1.49X
for the Conventional case. The accuracy only decreases from
90.44% to 90.41%, which is negligible. As Figure 11(b)
demonstrates, the DR implementation overcomes the bot-
tleneck of run-time overheads that is caused by the small
amount of workload in each task in the conventional parallel
implementation. In the meantime, although the memory
bandwidth demand of GLVQ increases with more parallel
threads, the bus utilization for the 8-thread case is still well
below 60% (Figure 11(c)) and is far away from impacting
application scalability. As a result, the performance scaling
of the DR implementation is close to linear.

VI. COMPUTATION DROPPING FOR MEMORY- AND
COHERENCE- TRAFFIC REDUCTION

Data-dependency relaxation enables SSI to exploit more
parallelism and reduce run-time overhead. However, with 8
threads, the bus utilization approaches 60% in both Conven-
tional and DR, which indicates that bandwidth may penalize
performance and become the scaling bottleneck [24]. VTune
analysis reveals that DR scales better than Conventional also
because it dedicates almost all of the bus utilization to the
SSI algorithm, while in Conventional the run-time system
consumes a significant amount of bandwidth and the SSI
algorithm only utilizes 32.5% of the bus (Figure 4(c)). Yet,
although DR allows the bus to be solely utilized by the SSI
algorithm, it cannot go beyond this bandwidth limitation.

In our SMP system with two quad-core sockets, bus
utilization can be attributed to two factors: memory traffic
and coherence traffic. In fact, since the quad-core processors

5We performed fewer repetitions for SSI due to the significantly longer
execution time.



(a) Expressing Data-dependency Relaxation in SSI (b) Expressing Data-dependency Relaxation in GLVQ

Figure 9. Data-dependency relaxation can be easily expressed in both SSI and GLVQ using the best-effort programming template.
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Figure 11. Performance analysis of a dependency relaxed parallel implementation of GLVQ.

used (Intel Xeon E5320) are composed of two dual-core dies
integrated into the same package, some of the coherence
traffic between two cores on the same chip also goes through
the off-chip system bus. We investigate how each factor
(memory traffic and coherence traffic) affects SSI’s parallel
scalability by performing hypothetical sensitivity studies
regardless of the output accuracy. To remove the majority

of memory traffic, we use only a subset of training data
that would fit in the last level cache. This increases the
parallel scalability from 3.1X to 3.5X when 8 threads are
used. To further remove coherence traffic which is mainly
caused by modifying shared data, some local temporary
variables are modified instead of the shared model. This
results in a parallel scalability of 6.7X with 8 threads, which



indicates that while the bandwidth bottleneck is caused by
a combination of memory- and coherence-traffic, the latter
may be a more significant contributor.

To overcome this bandwidth bottleneck, the forgiving
nature of RM algorithms can be further exploited by selec-
tively dropping noncritical memory operations that consume
bus bandwidth. As a result, the limited bandwidth can be
dedicated to process data with more significance — in
the case of SSI, this would be words with larger TFIDFs.
Characterizations show that a significant number of words
have low TFIDFs between 0 and 0.01 while around 10%
TFIDFs can reach 0.06 or higher, as shown in Figure 12(a).

We propose DR-DropWrd that drops memory operations
and the corresponding computation associated with TFIDFs
below a threshold in both forward and backward propaga-
tion. In other words, given words with low TFIDFs in a
training document, their corresponding rows in the model
U are not fetched or updated, saving both memory- and
coherence-traffic.

To further reduce shared data modifications and save
coherence traffic during backward propagation, we attempt
to update an even smaller part of the model which cor-
responds to words with significantly large TFIDFs. This
technique is built upon DR-DropWrd and is named as DR-
DropCoh. Compared to DR, both DR-DropWrd and DR-
DropCoh produce models with less accuracy given the same
number of training instances, because fewer words are used
in each document. To achieve the same accuracy of 95%, the
required number of epochs is 121 on average for conven-
tional implementation, 148 for DR-DropWrd, and 167 for
DR-DropCoh. However, by iterating through more training
instances and processing each instance faster, both DR-
DropWrd, and DR-DropCoh can achieve the same accuracy
as DR in less amount of time.

We fix the accuracy that must be achieved by all methods,
and then compare the performance of various methods.
Figure 12(b) compares DR, DR-DropWrd and DR-DropCoh
with regarding to their execution time required to train a
model with 95% accuracy. In this experiment, DR-DropWrd
skips both forward and backward propagation associated
with TFIDFs lower than 0.01; DR-DropCoh skips words
with TFIDFs lower than 0.01 during the forward propaga-
tion and only update the rows in U that corresponding to
words with TFIDFs larger than 0.06. We show that both
DR-DropWrd and DR-DropCoh achieve the same accuracy
within less time than DR — both leads to around 36% per-
formance gains during sequential execution. DR-DropCoh is
more effective in reducing coherence traffic which in turn
benefits parallel execution, and it leads to larger performance
gains of 59% in the case of 8 threads compared to DR.
Using such a combination of data-dependency relaxation
and traffic reduction techniques, a speedup of 5.5X is
achieved compared to the conventional sequential execution.
Further analysis using VTune shows that with 8 threads,
DR-DropCoh is able to produce an identically accurate
model with 39% less bus transactions (Figure 12(c)) than
DR. While DR-DropWrd and DR-DropCoh are SSI-specific
optimizations, the same principle applies to other bandwidth
bounded applications with similar forgiving nature.

VII. ERROR MITIGATION

As discussed in Section V, relaxing data dependencies
incurs data races. This could impact the training algorithm
in the following ways:

• Partially written data structures.When multiple threads
update the same reference vector in GLVQ or the same
row of U in SSI, it is possible that these data structures

end up with some values computed from one thread and
other values computed elsewhere.

• Partially read data structures. For GLVQ, when one
thread writes to a reference vector while another reads
from it, the latter thread may read some obsolete values
and some updated values. The same thing may happen
to rows of U in the case of SSI.

• Conflicted learning. The rationale behind refining the
model in a sequential way is that each training instance
performs an expectation-maximization stage based on
the previously trained model. However, when several
training instances are processed in parallel, they may
attempt to refine the same previous model in different,
even contradictory, ways. Accumulating their updates
without precaution may cancel out their effects.

Embracing and exploiting the forgiving nature of RM
applications is the key basis for our work, therefore fully
eliminating the numerical errors that are caused by depen-
dency relaxation would be both unnecessary and excessive.
Instead, we introduce several strategies to partially mitigate
the aforementioned effects, with an objective to provide
different tradeoffs between performance and output qual-
ity. These techniques lie in between the two extremes of
conventional parallel implementations and fully dependency
relaxed implementations.

• Atomic write. Mutex locks are used to ensure that
all values within an individual data structure (e.g., a
reference vector in GLVQ or a row of U in SSI) always
conform to the updates by the same training instance.
If multiple threads attempt to update the same data
structure simultaneously, only one of them proceeds
and others have to wait.

• Atomic read. Mutex locks are used to ensure that
individual data structures are not partially written while
they are being read or vice versa.

• Conflict detection and recovery. Parallel training iter-
ations are instrumented with the capability to detect
when they attempt to update the same part(s) of the
model. When this happens, only one of them proceeds;
others are aborted and re-scheduled for execution at
a later time. Since the conflicting update is detected
before the model is written, rollback is unnecessary for
aborted instances. Note that this reduces but does not
eliminate conflicted learning. Conflicts are not detected
if two parallel instances write to the same part of the
model at separate times — in such cases, the updates
of one training instance will overwrite the updates from
the other instance.

In Figures 13 and 14, DR-Atomic refers to the imple-
mentation where individual data structures are guaranteed
to be read and written atomically; conflicting accesses are
queued and resolved later. DR-Reschedule refers to the
implementation where conflicting updates are detected and
entire training iterations are aborted and restarted later. In
GLVQ, parallel training instances seldom update the same
reference vectors simultaneously, therefore conflicts rarely
take place and this justifies the use of DR-Reschedule. On the
other hand, characterization of SSI in Section IV-B shows
that two training instances are likely to update some common
rows in U , although the conflicted rows account only for a
small portion of updates. In such cases, the DR-Reschedule
implementation does not improve performance since it tends
to serialize all training instances similar to the Conventional
case (therefore, it is not shown in Figure 13).

In the case of GLVQ with 64 reference vectors for each
class, the DR-Atomic, DR-Reschedule, and DR implementa-
tions achieve almost the same accuracy since the accuracy
of DR is already close to the Conventional case. Figure 14
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Figure 14. Performance scaling and accuracy tradeoff in GLVQ resulting from relaxing data dependency. Each class has 16 reference vectors.

shows the results when we reduce the number of reference
vectors per class from 64 to 16 in GLVQ. While DR-Atomic
and DR-Reschedule exhibit similar performance scalability
to the DR case, they reduce the error rate from 12.7% to
12.1%. Figure 13 demonstrates the same phenomenon for
SSI; once again, DR-Atomic and DR-Reschedule tradeoff
performance scalability for more modeling accuracy. We
expect that the proposed error mitigation techniques will be
useful in guarding against potential accuracy losses due to
more aggressive data dependency relaxation, when scaling
to platforms with larger numbers of cores (e.g., GPUs).

VIII. RELATED WORK

RM workloads that have abundant parallelism have been
parallelized in conventional ways using different program-
ming models, including OpenMP [22] and MapReduce [9].
These workloads can also benefit from massively paral-
lel platforms such as Graphics Processors (GPUs) [5],
[7]. Application-specific algorithmic optimizations have also
been exploited for better parallel implementation [18], [13].
However, these techniques do not address the poor perfor-
mance scalability of those RM workloads that learn a small
model or exhibit sparsity in training.

Speculative multi-threading [3], [27] extracts parallelism
by out-of-order execution of the original thread. It relaxes
control dependencies only and it may increase the overall



workload if speculation fails. Data speculation [19] and
value prediction [16] do not break data dependencies as
well — the result is numerically unchanged and the order of
writes has to be preserved to be the same as the sequential
code. By exploiting the forgiving nature of RM workloads,
we are able to break this bottleneck to gain further scalabil-
ity.

Relaxing data-dependency has only been used previously
in iterative stencil loops [6], [15], [31] where data exchanges
across iterations are sometimes skipped to reduce synchro-
nization overhead, and obsolete data copies may be used
instead. Our technique addresses a different problem where
we reduce the run-time threading overhead by using data-
dependency relaxation to restructure the parallel computa-
tion and partition the workload on a coarser granularity in
spite of occasional data races. This also differentiates our
work from transactional memory where accuracy is guaran-
teed by rolling back upon data races [20]. Our software-
based implementation is also much simpler than that of
transactional memory.

IX. CONCLUSIONS

Recognition and Mining are expected to be ubiquitously
used in a wide range of future computing applications, mak-
ing it critical to ensure that they can scale in performance
on multi-core and many-core computing platforms. While
some RM workloads do scale very well with increasing
number of cores, others do not, due to a variety of factors
including limited granularity of parallelism, and overheads
of synchronization/communication/off-chip bandwidth. In
this paper, we presented a domain-specific approach to
parallelize a class of Recognition and Mining algorithms.
Our approach leverages the unique characteristics of RM
applications, and hence goes beyond conventional paral-
lelization techniques that focus on numerical equivalence of
the parallel implementation and the sequential implementa-
tion. The proposed technique creates parallelism at a coarse
granularity by judiciously relaxing data dependencies across
iterations to reduce run-time overheads. We demonstrated
that this approach does not significantly alter the quality of
the final output, and presented techniques to mitigate any
degradation in output quality. Finally, for RM workloads
whose scalability is limited by the bandwidth bottleneck,
their performance and scalability can be further improved
by selectively dropping non-critical memory operations that
contribute significantly to memory- and coherence- traffic.
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