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Introduction

Managing scientific data has been identified as one of the most important emerging needs by the scientific community because of the sheer volume and increasing complexity of data being collected.  Effectively generating, managing, and analyzing this information requires a comprehensive, end-to-end approach to data management that encompasses all of the stages from the initial data acquisition to the final analysis of the data. Fortunately, the data management problems encountered by most scientific domains are common enough to be addressed through shared technology solutions. Based on the community input, we have identified three significant requirements. First, more efficient access to storage systems is needed. In particular, parallel file system improvements are needed to write and read large volumes of data without slowing a simulation, analysis, or visualization engine.  These processes are complicated by the fact that scientific data are structured differently for specific application domains, and are stored in specialized file formats.  Second, scientists require technologies to facilitate better understanding of their data, in particular the ability to effectively perform complex data analysis and searches over large data sets.  Specialized feature discovery and statistical analysis techniques are needed before the data can be understood or visualized.  To facilitate efficient access it is necessary to keep track of the location of the datasets, effectively manage storage resources, and efficiently select subsets of the data. Finally, generating the data, collecting and storing the results, data post-processing, and analysis of results is a tedious, fragmented process.  Tools for automation of this process in a robust, tractable, and recoverable fashion are required to enhance scientific exploration.

Our approach is to employ an evolutionary development and deployment process: from research through prototypes to deployment and infrastructure.  Accordingly, we have organized our activities in three layers that abstract the end-to-end data flow described above.  We labeled the layers (from bottom to top):

· Storage Efficient Access (SEA) 

· Data Mining and Analysis (DMA)

· Scientific Process Automation (SPA)

The SEA layer is immediately on top of hardware, operating systems, file systems, and mass storage systems, and provides parallel data access technology, and transparent access to archival storage.  The DMA layer, which builds on the functionality of the SEA layer, consists of indexing, feature identification, and parallel statistical analysis technology.  The SPA layer, which is on top of the DMA layer, provides the ability to compose scientific workflows from the components in the DMA layer as well as application specific modules.

This report consists of the following sections, organized according to the three layers, as follows:

· Storage Efficient Access (SEA) techniques,

· Low-Level Parallel I/O Infrastructure 
· Client-side file caching for MPI-IO 
· File System Benchmarking and Application I/O Behavior 
· Application I/O Stack Benchmarking and Optimizations 
· SRM/MPI-IO Parallel File System Caching and Migration Service
· Active Storage in Parallel Fileystem
· Data Mining and Analysis (DMA) components

· High-performance statistical computing for scientific applications 
· Feature Selection in Scientific Applications
· High-dimensional indexing techniques
· Scientific Process Automation (SPA) tools

· Mediated Query Environment
· Outreach and User Interaction
· Incorporation of Agent / Workflow Technology
· SCIRun/Kepler integration
· Dashboard Generation
· Provenance Tracking and Outreach
The reports by each of the three areas follow.  We held the half yearly All Hands Meeting on December 11-13, 2006 in Berkeley, California.  The agenda and the presentations given at the All Hands Meeting (including invited talks by applications scientists on their data management needs are posted at: http://sdmcenter.lbl.gov, under “Meeting” – “All Hands Meeting, Berkeley, 2006” (or directly from http://sdm.lbl.gov/sdmcenter/pub/2006.12.SDM.AHM.htm).
1.  Storage Efficient Access (SEA)

Participants: Rob Ross, Rajeev Thakur, Sam Lang, and Rob Latham (ANL), Alok Choudhary, Wei-keng Liao, Kenin Coloma, and Avery Ching (NWU), Arie Shoshani and Ekow Otoo (LBNL), Jeffrey Vetter and Weikuan Yu (ORNL), Jarek Nieplocha and Juan Piernas Canovas (PNL)
The goal of this project is to provide significant improvements in the parallel I/O subsystems used on today's machines while ensuring that the capabilities available now will continue to be available as systems increase in scale and technologies improve. A three-fold approach of immediate payoff improvements, medium-term infrastructure development, and targeted longer-term R&D is employed.

Two of our keystone components are the PVFS parallel file system and the ROMIO MPI-IO implementation. These tools together address the scalability requirements of upcoming parallel machines and are designed to leverage the technology improvements in areas such as high-performance networking. These are both widely deployed and freely available, making them ideal tools for use in today’s systems. Our work in application I/O interfaces, embodied by our Parallel NetCDF interface, also promises to provide short-term benefits to a number of climate and fusion applications.

While we focus significant effort on PVFS, we recognize the importance of other file systems in the HEC community. For this reason our efforts include improvements to the Lustre file system, and we routinely discuss both Lustre and GPFS during tutorials. Our efforts in performance analysis and tuning for parallel file systems, as well as our work on MPI-IO, routinely involve these file systems.

At the same time we continue to push for support of common, high-performance interfaces to additional storage technologies. Our work combining the Storage Resource Manager (SRM) with MPI-IO, in conjunction with PVFS, will provide a single solution for the problems of high-performance parallel storage access, integration of file system with tertiary storage, and remote data access. Our work in Active Storage will provide common infrastructure for moving computation closer to storage devices.

SciDAC2

In order to continue to bring state-of-the-art I/O technologies to DOE applications, we have proposed a follow-on center to the SciDAC2 call, and that proposal was accepted. This is the first quarterly report for this new effort.
SC2006

The SDM center always has a large presence at SC. Among other activities, members of the SDM center in the SEA area presented tutorials on parallel I/O and MPI-IO, ran a Birds of a Feather session on PVFS, and participated in the Petascale Data Institute’s workshop at the end of the week.

Task 1.1: Low-Level Parallel I/O Infrastructure 

The objective of this work is to improve the state of parallel I/O support for high-end computing (HEC) and enable the use of high performance parallel I/O systems by application scientists.  The Parallel Virtual File System (PVFS) and ROMIO MPI-IO implementations, with development lead by ANL, are in wide use and provide key parallel I/O functionality.  This work builds on these two components by enhancing them in order to ensure these capabilities continue to be available as systems continue to scale. Additional work is being performed on the Lustre file system to improve its performance for certain critical workloads.

Progress Report
PVFS version 2.6.0 was released on 11/15/2006, including a number of bug fixes and configuration options. Metadata storage has been significantly improved as well, reducing latency for file creation and statistics gathering operations, and early testing is now helping us narrow down options for the use of O_DIRECT in PVFS, which appears to be critical for attaining highest performance on large disk arrays.

The ANL and NWU groups are working towards an improved two-phase implementation for ROMIO. This implementation is complete and preliminary testing has been performed.

The ANL group has completed prototypes of MPI-IO atomic mode and shared file pointer operations using MPI RMA and point-to-point communication. A paper is being submitted describing these improvements.

The ORNL group is experimenting with two-level striping and optimized MPI-IO routines for Lustre in order to improve performance for specific workloads seen on ORNL facilities.

Plans for next quarter

Effort on PVFS will focus on understanding and optimizing PVFS on top of high-end attached storage arrays. A DataDirect Networks S9500 storage array will be available for testing early in the next quarter for this purpose. This work is critical to ensure that PVFS is ready for deployment on ALCF resources later in the year.

The NWU improvements to the ROMIO two-phase implementation will be integrated and released.

We will investigate integration of MPI-IO atomic mode and shared file pointer enhancements into ROMIO. These implementations rely on the MPI implementation to make progress on passive target RMA operations, which unfortunately many MPI implementations do not. We will consider options for conditional compilation to allow support where it makes sense.

We will continue to investigate performance improvements for Lustre, including two-level striping and MPI-IO optimizations. Careful attention will be paid to ensure that these aggressive optimizations still meet the letter of the MPI specification.

Task 1.2: Client-side file caching for MPI-IO

The objective of this work is to develop a user-level client-side file caching system for

MPI applications that perform parallel I/O operations on shared files. Our design employs an I/O thread in each MPI process such that all threads cooperate with each other to handle file requests, cache page access, and coherence control. Because of the scope of this work, we are separating the discussion from that of Task 1.1. This work is led by NWU.

Progress Report

The I/O thread mechanism, the infrastructure component of the caching system, has been built, which includes the thread’s creation and termination, the operation loop for handling local I/O requests and remote cache metadata and page requests. A shared conditional variable protected by a mutual exclusion lock is used for communication between the main and I/O threads.

The data structure for global cache metadata has been defined and distributed among processes in a round-robin fashion. The types of local requests the I/O threads recognize are file open, close, read, write, flush, and thread termination. For remote requests, they are cache page data transfers, and read/write, lock/unlock metadata. Each of the remote requests is associated with a unique MPI message tag to be used to distinguish different requests.

Eviction subroutines to handle cache page overflow have been implemented. The eviction policy is currently based on the local reference and the least recent use policy. An upper bound is set to indicate the maximum memory space allowed for storing cache data.

Since cache metadata may be modified at any time, we implemented a distributed locking protocol to ensure access is atomic. Each MPI process acts as a lock manager for its assigned metadata with lock granularity matching the file page size to simplify the implementation. Locks only apply to metadata and locks must be granted to the requesting process before accessing the metadata. Lock queues have also added for conflict lock requests.

Finally, we have ported the implementation to large machines at NCSA: a Dell Linux cluster running Lustre parallel file system and a TeraGrid machine running an IBM GPFS file system. We also studied the specifications of the two file systems, including file striping, system locking, and direct I/O. This is important and helps us understand the underlying file system features that potentially can benefit the caching system design.

Plans for next quarter

After testing the caching implementation on larger machines and two different parallel file systems, we will work on the ROMIO source codes to identify the locations to place the caching system. We plan to add the caching at the ADIO layer where it can catch all the read/write calls to the file system. A few MPI hints will be designed to adjust the parameters used by the caching system, such that users can choose proper values for specific I/O patterns.

Task 1.3  File System Benchmarking and Application I/O Behavior

The objective of this work is to evaluate the relative performance of the file systems available to important SciDAC applications on DoE compute platforms, and, in particular the sustained speed of reading and writing large datasets.  The performance, functionality, and scalability of MPI-IO, parallel netCDF, and HDF5 are critical for many applications. Two groups in the SDM center, NWU and ORNL, are performing complementary efforts in this area.

Progress Report

The NWU group has constructed an I/O benchmark suite, named NCIO, for non-contiguous I/O patterns. It can determine how applications’ I/O characteristics greatly affect performance and provide scientific application developers with guidelines for improvement. The benchmark generalizes noncontiguous I/O access for storing scientific data in a modern parallel file system and evaluate the effects of varying three I/O characteristics: region count, region size and region spacing. NCIO tests various I/O methods: POSIX I/O, list I/O, two-phase I/O, and datatype I/O methods. In addition, four I/O cases are included: contiguous in memory and contiguous in files, noncontiguous in memory and contiguous in files, contiguous in memory and noncontiguous in files, and noncontiguous in memory and noncontiguous in files.

The ORNL team has instrumented the Lustre modules to log I/O operations for the purpose of understanding I/O patterns and tracking down I/O performance degradation using common tests, such as btio, mpi-tile-io, and others. These logs are used to track I/O accesses to individual Lustre servers and observe performance on a finer granularity than possible with simple MPI-IO logs.
Plans for next quarter

We will start to test and verify the NCIO benchmark on PVFS2 file systems.  We will also look for other parallel file systems, such as GPFS and Lustre.

Continued analysis using our instrumented Lustre modules will help us track down and mitigate network scaling problems with Lustre on the ORNL Cray systems.

Task 1.4: Application I/O Stack Benchmarking and Optimizations

Since SciDAC applications make use of a variety of different IO interfaces, including MPI-IO, Fortran IO, Parallel netCDF, the objective of this work is to evaluate the efficiency of these IO interfaces on top of the parallel file systems available on systems at DOE’s Leadership Computing Facility (LCF). Benchmarking and optimization of different IO interfaces and stacks over different execution environments are performed in order to gain insights into the best achievable IO performance, functionality, and scalability for DOE mission applications. 

Progress Report

One of the applications, the astrophysics code VH-1, has demonstrated drastically different IO performance when being executed with different IO interfaces. Our benchmarking results indicate that the achievable bandwidth can be as high as 5,830MB/sec when writing into separate files using Fortran IO interface. In contrast, the parallel IO performance achieved was only 57.8MB/sec using MPI collective IO to a shared file – a difference of nearly 100 times! This phenomenon suggests that one should strive to exploit the best IO performance by accessing many separate files while trying to meet the needs of the applications.

In view of the high efficiency of parallel IO with separated files, we propose to utilize a new feature of Lustre to provide more efficient collective IO algorithms. The goal is to achieve effective IO by writing to and reading from multiple separate files, while leaving the collective IO results stored in a shared file as applications currently view it. To this end, we have prototyped these optimizations in the lustre specific ROMIO driver: ad_lustre. Our optimizations include a technique of hierarchical striping to determine a widest possible striping pattern for a given collective file and a technique of split writing to write/read multiple subfiles during the operation of collective IO. Our research results indicate that, for a 16-process parallel job over a linux cluster, our techniques can improve the collective write and read performance over Lustre by as much as 220% and 95%, respectively.

Publications

Weikuan Yu, Jeffrey Vetter, R. Shane Canon and Song Jiang. Exploiting Lustre File Joining for Effective Collective IO.  International Symposium on Cluster Computing and the Grid, May 2007. Accepted for Publication.

Plans

In the coming months, we will expand our benchmarking efforts to a more complete suite of representative SciDAC applications, pinpointing their preferred parallel IO interfaces. In addition, we will continue our endeavors of parallel IO optimizations by instrumenting parallel IO libraries as well as the underlying file systems. Furthermore, we plan to co-relate and analyze the performance benchmarking results, along with the IO access patterns which are collected through the IO profiling and trace tools. The aim of this practice is to arrive at a predictive model that facilitates the performance analysis and optimization of SciDAC applications.
Task 1.5:  SRM/MPI-IO Parallel File System Caching and Migration Service

The objective of this work is to combine the parallel I/O capabilities of MPI-IO with the remote access and mass storage management capabilities of the Storage Resource Manager (SRM), allowing applications to access remote and local data and to stage data on local parallel I/O resources.  Functionality is being built to allow caching of files on a local parallel file system (such as PVFS) and migrating data between the cache and a remote tertiary storage system in the context of a MPI application.  For example, this capability would allow for movement of data between HPSS and PVFS. LBNL leads this effort.

Progress Report

A draft of documentation for the library functions of libpiosrm was completed, and a draft conference paper on coupling Parallel IO to SRM for Remote Data Access has been written. Functions to read/write pNetCDF files from/to HPSS were completed and are being tested.
Plans for next quarter

Enabling functions to read/write HDF5 files from/to remote mass storage system will be written in the next quarter. We will also work on demonstrations and tutorials on how libpiosrm library is used to access remote files into local parallel files for specific file formats, such as HDF5, BOXLib and Parallel Extendible Array Files (a replacement for Disk Resident Arrays). Implementation and testing of parallel extendible sparse array files using chunking and block compaction will begin.
Task 1.6: Active Storage in Parallel Fileystem

This is a new element in the SEA effort. The purpose of this work is to extend the active storage/disk concept to parallel file systems, in particular Lustre and PVFS. This concept was prototyped in 2004 and demonstrated at SC’04. In the last quarter, we focused on bringing the Active Storage prototype to work under the current version of Lustre and Linux. The PNNL team leads this work.

Progress Report

We started investigation of performance of the current implementation and identified several factors that degrade performance, such as data copies between user and kernel space. We benchmarked performance of several configurations of Active Storage including when clients are co-located on the server node. We investigated opportunities for addressing these shortcomings using Lustre version 1.6beta5 by using the Lustre client to execute active storage processing component code. We also explored different synchronization options between the remote client and the AS processing component.

We have also begun examining different synchronization options between remote client and AS processing component.

Finally, during the last quarter we hired Juan Piernas Canovas (postdoc at PNNL) who will be exclusively working on Active Storage. 

Plans for next quarter

In the next quarter we will perform a preliminary investigation of the PVFS architecture to derive a common design for efficient implementation of active storage on the both file systems. We will also begin an optimized implementation of AS processing patterns.

Publications

[1] Wei-keng Liao, Kenin Coloma, Alok Choudhary, Lee Ward, Eric Russell, and Neil Pundit.   Scalable Design and Implementations for MPI Parallel Overlapping I/O.  In the IEEE Transactions on Parallel and Distributed Systems, vol. 17, no. 11, pp. 1264-1276, Nov., 2006.

[2] Ekow J. Otoo and Doron  Rotem, Parallel Access and Storage Allocation of Out-Of-Core Extendible Multi-dimensional Arrays, LBNL report LBNL-61118, to be submitted for publication.
2.  Data Mining and Analysis (DMA)

Task 2.1: High-performance statistical computing for scientific applications, ORNL

Contact: Nagiza Samatova, ORNL

The following people have contributed to the project over this quarter: 

Jiangtian Li, Srikanth Yoginath, Guru Kora, Xiaosong, and Nagiza Samatova

Progress report 

In this quarter most of the time was spent in learning, researching, designing and developing the parallel R components required for automatic and transparent parallelization of R. We had been working on the design and development of pR that would utilize the parallel compiler techniques to evaluate the code written in interpreted language (R language). Having, learnt from the development of previous parallel R add-on packages (ours: RScaLAPACK and task-pR; elsewhere: snow, Rmpi, rpvm), we moved on further with the discussions and brain storming sessions what should and should not be supported in our new development. 

Some of the challenges and concerns we tried to address were:

· Find out the feasibility of applying compiler optimization techniques to R language. 

· Design and develop architecture scalable for the application data requirements. 

· The architecture should maintain the data distributed across multiple processes to achieve efficient load balancing. 

· The usability issue that concerns how the APIs developed would be used in the interactive environment vs. batch processing of R scripts. 

· What techniques would be more helpful in parallelizing the existing code written in R language or how easily the developed APIs could be used to make the R serial code    parallel. 

· How resource allocation be handled for data-parallel and task parallel jobs.

· How to make the system fault tolerant. 

We were able to identify and apply optimization techniques to evaluate the interpreted R code in parallel. We approached the application with object oriented design development techniques. The application was divided into two major modules, the “Analysis Engine” and the “Parallel Engine”. Given, the input R script for parallel evaluation, the Analysis Engine concerns itself with parsing, dependency analysis and utilizes the MCP (Modified Critical Path) algorithm (MCP uses computation and communication costs) to schedule the input tasks on the set of allocated or available resources. The “Parallel Engine,” on the other hand, is involved in evaluating various tasks based on the information provided by the Analysis components.

Following the object oriented methodology in the construction of the software, we learnt and applied design patterns in the development process; libraries like boost were utilized when possible. Concentrating on parallelizing existing code, two models of pR (one utilizing parallel computation interactively and the other handling the code in batch mode) were designed and prototyped. The former implementation is based on the data-bank server(s) where all processes submit there data and the latter utilizes peer-to-peer model where each process handles its own data.

We applied the parallel R programming paradigm to developing the Distributed Principal component Analysis (DPCA) module capable of computing PCA on distributed data (locally, at their corresponding locations) and in parallel, without any need to centralize the data prior to the application of PCA. The module was made available to Dr. George Ostrouchov (ORNL) who applies the module working on application data.

We have also published a short paper summarizing our poster at the SciDAC meeting.
Plans for Next Quarter

Evaluate the two working prototypes, learning the pros and cons of each of these systems. Converge into one pR application; a subsequent public release of the same will be followed. Exploit the use of parallel Matlab technology to a number of application domains.
Task 2.2: Feature Selection in Scientific Applications (LLNL)

Contact: Chandrika Kamath, LLNL

Progress report

We continued our work on identifying problems in our implementation of the KAM algorithm when applied to the W7AS data.  Given our initial problems with Boost, we re-designed the software to isolate the use of Boost. While this helped in code maintainability to some extent in the short term, we found that understanding calls to Boost was difficult unless one used it regularly. Further, it was clear that the graph algorithms we needed could be implemented in C++ with a more user-friendly interface than Boost.

So, much of these two quarters were spent in designing and implementing a graph library to replace Boost. We redesigned the KAM software around this new library and obtained additional data from PPPL. We also put together a simple visual tool to understand the features extracted by KAM. This tool helped in debugging the code, but its greatest use has been to help us understand the characteristics of our data and ways in which it differs from the data used in the KAM book. Specifically, our data is noisier and the islands and separatrices can be very thin, making several of the rules in KAM inapplicable for our data.

We are now in the process of examining the data further to understand what other features we can extract to help differentiate among the different orbits.

On the problem of blob-tracking in NSTX, we have investigated several methods to segment the blobs in various images. The problem is especially tricky as some blobs are very bright, while others are quite faint. There is also a lot of variation across experiments, and it is unclear if the physicists have a consistent definition of the blobs. We are putting together a short note to share our findings with Stewart Zweben and get his opinion on the next steps.

We also put together a short paper summarizing our poster at the SciDAC meeting.
Plans for Next Quarter

We will continue to examine the new data for Poincare plots and see what additional features we can extract from the orbits for more robust classification. We will also write up a note summarizing our findings with the KAM implementation - just so others are aware of our experiences. This work might progress more slowly in the future as the software developer working on it (Cyrus Harrison) is moving to another position.

For the NSTX data, we will proceed based on suggestions from Stewart. In addition, we will explore other opportunities to help Office of Science applications as discussed at the SDM All Hands meeting in December.

Task 2.3: High-dimensional indexing techniques (LBNL)

Contact: John Wu, LBNL

Contributors: Kurt Stockinger

Progress report

· Conducted performance study on the integrated system involving FastBit and TelegraphCQ.  The resulting system was demonstrated to be able to handle 10,000 network sessions per seconds, which is about 20 times the average traffic volume of NERSC computer center.  One key ingredient in this success was that FastBit can append a large number of records at the speed of the disk system.  This can be done because the append operation in FastBit does not require access or modification of the existing data.  The same is not true for most other indexing systems because they involve comparison with existing data.

· Changed FastBit to support files larger than 2GB.  This is requested by a number of collaborators.

· Implemented a text searching capability in FastBit utilizing Lucene as the tokenizer.  This work supports a project to integrate FastBit into a Java based system known as the BlackBook for analysis of social networks.  In a series of performance studies, our integrated system significantly outperforms others accessible from BlackBook.

· Implemented a dynamic histogram feature for computing conditional histograms.  This feature in FastBit was motivated by the work with network traffic data analysis.  The implementation and the performance study were presented at Supercomputing 2006 conference.

· Implemented a prototype integration of FastBit with MonetDB.  This prototype implementation demonstrated that FastBit could significantly improve the performance of queries for MonetDB.

· Implemented a prototype FastBit actor for Kepler workflow system.  This initial work builds on top of the command line interface.  Since the Kepler system is build on top of Java, we have also started a small Java API for FastBit.

Plans for next quarter

· Add documentation and tutorial to FastBit.

· Add automatic configuration and build utility to FastBit.

· Prepare to release FastBit.

· Starting work on feature identification in fusion simulation data.

· Revisit multi-level multi-resolution bitmap indices.  This was brought up as a possible way to improve the effectiveness of some indexing strategies already implemented in FastBit.

· Start work on using FastBit for querying AMR data.

3. Scientific Process Automation

The Internet is becoming the preferred method for disseminating scientific data from a variety of disciplines. This has resulted in information overload on the part of the scientists, who are unable to query all of the relevant sources, even if they knew where to find them, what they contained, how to interact with them, and how to interpret the results. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and use those sources almost exclusively. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information. We are developing an end-to-end solution using leading-edge automatic wrapper generation, mediated query, and agent technology that will allow scientists to interact with more information sources than currently possible. Furthermore, by taking a workflow-based approach to this problem, we allow them to easily adjust the dataflow between the various sources to address their specific research needs. 

Task 3.1: Mediated Query Environment (SDSC / UC Davis)

Participants: Ilkay Altintas, Bertram Ludaescher. Contributing Staff and Students: Norbert Podhorszki (UCD), Jordan Meyers (SDSC), Zhijie Guan (SDSC), Timothy McPhillips (UCD), Shawn Bowers (UCD)

Accomplishments:

· Completed and presented a talk on Kepler SPA at the SciDAC 2006 meeting. The proceeding paper for the manuscript titled “Accelerating the Scientific Exploration Process with Scientific Workflows” was published in the Journal of Physics: Conference Series, Volume 46, 2006.

· Implemented new data model functionality on the existing Kepler provenance framework. Attended the First Provenance Challenge and presented the new features followed by a summarizing paper. This paper is listed in publications below. 

· Almost finalized the updated SPA build file to include the files in the new repository. This work is frozen due to staff shortage at the moment. It will be picked up shortly in collaboration with LLNL after the recruitment in progress at SDSC and the ongoing parallel project at LLNL finalizes.

· Extended the existing Matlab scripting actor to open only one instance of Matlab for all Matlab actors in the workflow.

· Implemented provenance data model and monitoring database extensions to the 3-tier architecture for running workflows in portal environments and web applications. This work has a lot of potential to be used in dashboards to be built for SDM Center workflow applications.

· Worked with UU and PNNL on the design of a consolidated provenance model across applications. The first draft for this design was sent to the group by Zhijie Guan.

· Submitted, admitted and successfully presented the SC2006 full-day tutorial on scientific workflows and Kepler SPA applications on high-end computing in collaboration with the rest of the SPA team. The tutorial was received very well and got the highest evaluation scores within the SC’06 tutorials.

· Attended the SDM Center AHM in LBL. Kept in contact with potential users Scott Klasky and Steven Miller from ORNL to apply SDM Center technologies to their scientific workflows.

· Continued work on CPES automation (Norbert P): various new workflows to monitor simulation, move files, etc. Workflows have a “smart restart” capability (not a generic capability, but a workflow specific one), so that unfinished file transfers (or other commands) are restarted unless successful on the previous run.

· Continued work with Anne Ngu et al. on Templates & Frames approach.

· Continued work with Tim McPhillips et al. on Collection-Oriented Modeling and Design (COMAD) approach; prototyped workflows for phylogenetic applications

· New Workflows and Scientific Communities and Outreach: 

· Adoption of various actors, in particular command line, web service, data transformation, and browser actors in a variety of workflows from different communities, including in oceanography, phylogeny, seismology, computational chemistry, geosciences, ecology, digital preservation, text mining, meteorology and biology workflows. 

Publications and Presentations

· Accepted papers and abstracts:


· Accelerating the scientific exploration process with scientific workflows, Ilkay Altintas, Oscar Barney, Zhengang Cheng, Terence Critchlow, Bertram Ludaescher, Steve Parker, Arie Shoshani and Mladen Vouk. Journal of Physics: Conference Series, Vol. 46, 2006.

· Co-Regulation among genes and pathways that are responsive to low-dose ionizing radiation, Matthew A. Coleman, Anya Krefft, Francesca Pearson, Leif E. Peterson, Jian Jian Li, Xiaowen Xin, Terrence Critchlow, Ilkay Altintas, Bertram Ludaescher and Andrew J. Wyrobek. DOE Low Dose Radiation Research Investigators' Workshop VI, 2006.

  Scientific Workflows: More e-Science Mileage from Cyberinfrastructure, Bertram Ludäscher, Shawn Bowers, Timothy McPhillips, Norbert Podhorszki. Workshop on Scientific Workflows and Business workflow standards in e-Science at eScience'06, Amsterdam, December, 2006. 

  Scientific Workflows: Towards a New Synthesis for Information Integration, Bertram Ludaescher, position paper, Workshop on Information Integration (II-WS'06), University of Pennsylvania, October 26-27, 2006. 

  Collection-Oriented Scientific Workflows for Integrating and Analyzing Biological Data, Timothy McPhillips, Shawn Bowers, Bertram Ludäscher. 3rd International Workshop on Data Integration in the Life Sciences (DILS'06), European Bioinformatics Institute (EBI), Hinxton, UK, July 20-22, 2006.

· From Computation Models to Models of Provenance and the RWS Model, Bertram Ludäscher, Norbert Podhorszki, IlkayAltintas, ShawnBowers, Timothy McPhillips, submitted for publication
· Presentations:

· Altintas: SciDAC Meeting, June 2006; SDSC Summer Institute, July 2006; Cyberinfrastructure Partnership Challenge, October 2006; Supercomputing, November 2006; various related project meetings and conferences.

  Scientific Workflows: (Even) More eScience Mileage from Cyberinfrastructure, Bertram Ludäscher, 2nd IEEE Intl. Conference on e-Science and Grid Computing (eScience'06), Workshop on Scientific Workflows in eScience, Amsterdam, December 4-6, 2006. 

  Scientific Workflows: More eScience Mileage from Cyberinfrastructure, Bertram Ludäscher, Microsoft eScience Workshop at The Johns Hopkins University (MSCS'06) Baltimore, Maryland, October 13-15, 2006. 

  Scientific Workflows: Towards a New Synthesis for Information Integration, Bertram Ludäscher, Neyman Seminar, UC Berkeley, October 4, 2006. 

  Provenance Management in a Collection-oriented Scientific Workflow Framework, Shawn Bowers, Timothy McPhillips, Bertram Ludäscher, First Provenance Challenge Workshop, September 13-14, 2006 

  RWS Provenance Experiments in Kepler, Norbert Podhorszki, Ilkay Altintas, Bertram Ludäscher, Shawn Bowers, Timothy McPhillips, First Provenance Challenge Workshop, September 13-14, 2006 

  Collection-Oriented Scientific Workflows for Integrating and Analyzing Biological Data, Shawn Bowers, Timothy McPhillips, Bertram Ludäscher, 3rd International Workshop on Data Integration in the Life Sciences 2006 (DILS'06) European Bioinformatics Institute (EBI), Hinxton, UK, July, 2006.

Plans for coming quarter

· Started the recruitment process of a new staff at SDSC. The application deadline is January 30th, 2007. The position is expected to be filled in by March, 2007.

· Hiring of  potential new students at UCD will happen for Fall 2007

· Finalize the SPA build and build a new installer.

· Attend design meetings as part of the dashboard team.

· Attend design meetings and actively contribute to the design of the planned Kepler provenance feature extensions.

· Contribute to the preparation of the planned Kepler tutorial at ORNL.

· Define job regression workflow for Gygi (Bertram) Aug 07

· Define advanced workflows for peta-scale applications for fusion (Ilkay) Aug 07

Task 3.2: Outreach and User Interaction (LLNL)
Participants: Terence Critchlow, Bill Romine 
Accomplishments

· Updated web-distributed code base and re-architected underlying web infrastructure to enhance maintainability

· Updated PIW to reflect changes in data source distributions 

· Evaluated TSI workflow for incompatibilities with Ptolemy 5/6. Identified potential solution to overcome new restrictions on use of asynchronous merge 

· Identified new customer in PNNL BioPilot project. This customer has a variety of simulation based problems and by working with them now, we expect to have an infrastructure we can leverage as part of the general dashboard infrastructure. 

· Presentation at SDM AHM 

Plans for next quarter

· Complete initial definition of workflow for ScalaBLAST execution, including identification of redundancy requirements. 

· Begin development of web-based generation of XML workflow descriptions. 
Task 3.3: Incorporation of Agent / Workflow Technology (NCState)

Participants: Mladen Vouk, Zhengang Cheng, Jeff Ligon, Pierre Mouallem

Progress Report

In accord with our plan, during the last 6 months of this reporting period, we were working on: 

a) Dissemination of SDM related information and research via conferences and presentations – this includes work on papers, theses and reports, as well as documentation of existing SPA codes, 

b) Software, service and infrastructure related to SPA setup –service fault-tolerance and fail over arrangements, development of new/replacement services,

c) Further work on case-study workflows (TSI Blondin, Fusion workflows - Klasky).

All these activities support two major goals: 

(i) Semi-automatic generation of data-transforms that translate into web and other services and pro-active support functions for scientific workflows, and 

(ii) Identification, assessment and implementation of general as well as domain-specific workflow extensions to Kepler/Ptolemy and similar frameworks that enable support of complex scientific workflow description and execution. 

Major activities over the last six months were: a) preparation of the Supercomputing 2006 SDM/Kepler tutorial, b) exploration and development of provenance and dashboard schemas and elements, and c) exchange and dissemination of information through talks and other means (includes SDM and SPA all-hands-meetings)

Plans for next reporting period

This work is expected to continue in next reporting period in the areas of

· Dashboard prototypes for common workflow activities

· Initial unified SPA portals design

· Initial prototypes for run-time redundancy-based fail-over service

· Work on a distributed workflow security infrastructure: changing nature of the security model for the labs, one-time-password issues

· Services that support multiple detachable workflows via virtualization

· Kepler/SDM tutorial for ORNL

Specific end-user collaboration is with Dr. Blondin (astrophysics workflows).and with with ORNL scientists (Klasky) will continue. 

Relevant Dissemination (past reporting period)

Mouallem, P. and Vouk.M., “Fault Tolerance and Reliability in Scientific Workflows, “ Proc.  of ETFS 2006 – International Workshop on Engineering of Fault-Tolerant Software, Luxembourg, Luxembourg, 12-13 June 2006 (to appear)

Ilkay Altintas, Oscar Barney, Zhengang Cheng, Terence Critchlow, Bertram Ludaescher, Steve Parker, Arie Shoshani and Mladen Vouk, "Accelerating the scientific exploration process with scientific workflows," SciDAC 2006, Journal of Physics: Conference Series 46 (2006), 468-478, doi:10.1088/1742-6596/46/1/065 (http://ej.iop.org/links/r9jl6Wo2O/uFsliEOq2xG2aLrPav5vpA/jpconf6_46_065.pdf)

Phoemphun Oothongsap, Yannis Viniotis, & Mladen Vouk, “Theoretical analysis of the SABUL congestion control algorithm,” TELECOMMUNICATION SYSTEMS, 31 (2-3) 115-139, 2006

Zhengang Cheng, (Ph.D, 2006, "Verifying Commitment Based Business Protocols and their Compositions: Model Checking using Promela and Spin") (http://www.lib.ncsu.edu/theses/available/etd-08092006-005135/unrestricted/etd.pdf) 

M. Vouk, “Automation of Large-scale Network Based Scientific Workflows,” Microsoft eScience Workshop at The Johns Hopkins University, October 13 - 15, 2006, Bloomberg Center, The Johns Hopkins University, Baltimore, Maryland (http://www.mscs06.net/agenda.asp) 
M. Vouk, “Automation of Large-scale Network Based Scientific Workflows using Kepler: Tools and Case Studies, IFIP Working Conference #9 on Grid-based Problem Solving Environments: Implications for Development and Deployment of Numerical Software, Organized by IFIP WG2.5: Working Group on Numerical Software, Prescott, Arizona, July 17-21, 2006 (http://www.woco9.org/) 

Ilkay Altintas, Bertram Ludaescher, Scott Klasky, Mladen A. Vouk , “Introduction to Scientific Workflow Management and the Kepler System,  Session: S04 Tutorial, Supercomputing 2006, Tampa, Florida, December 12, 2006 (http://sc06.supercomputing.org/techprogram/tutorials.php) 
Also, presentations at SDM AH meeting in December (Berkeley) and SPA all hands meeting in the Summer 2006 (Utah).
Task 3.4: SCIRun/Kepler integration (Utah)

Participants: Steven Parker, Claudio Silva, Ayla Khan, Steven Callahan
Since late September, we have been working with other members of SPA, in particular, Mladen Vouk, Ilkay Altintas, George Chin, Pierre Mouallem, Bertram Ludaescher, Line Pouchard, Zhijie Guan, Carlos Scheidegger, and others on developing a common provenance data format and data model. Although we are not done, we have made substantial progress on what should be in it, and over the next few weeks, we hope to have a complete draft and implementation of the format.

We have also been working to create bridges between the CCA frameworks and Kepler, and have begun design and prototyping of a data handling architecture that will allow the proposed dashboard system to directly access large datasets in a simple web-based visualization tool.

In addition, we participated in including a SCIRun visualization example in the SC 06 Kepler tutorial and demo.
Accomplishments:

· Successfully loaded and executed a Babel test component written in Java as an actor in Kepler.

· Began work prototyping an interface between a simplified CCA framework and Kepler.

· Participated in putting together the SC 06 Kepler tutorial and demo.

Publications/presentations:

· We have submitted a paper on our multi-layer provenance architecture to a special issue of Concurrency---Practice and Experience on the 1st Provenance Challenge.

Plans for coming quarter:

· Expand provenance prototype

· Create prototype of dashboard graphing tools

· Complete draft of provenance data format

· Implement prototype provenance format

Task 3.5: Dashboard Generation (ORNL)

Participants: Scott Klasky, 

Accomplishments: 

· Implemented Dashboard on the ORNL site https://ewok-web.ccs.ornl.gov/dev/dashboard/SDMP/WebContent/SdmpApp a. worked with security folks at ORNL to get this in our security plan.

· Worked with Kepler workflow to get GTC data moving from seaborg to ewok in real time. Added extra features for real-time visualization to produce SC2006 movie.

· Worked on parallel I/O with GTC and get this going into the workflow. Files are converted from binary+tags into hdf5 files.

· Worked with J. Chen to define basic S3D workflow, and identified gaps for
using this in their production runs.

Task 3.6: Provenance Tracking and Outreach (PNNL)

Participants: George Chin 

Accomplishments 

· Developed and tested user questionnaire for collecting requirements related to workflow provenance capture and dissemination.  We will use questionnaire to guide requirement interviews with application scientists.

· Designed a series of bioinformatics workflows centered on genome comparisons.  We are collaborating with bioinformaticists and computational scientists on the DOE Data Intensive Computing in Complex Biological Systems project.

· Designed subsurface transport workflow centered on calcite precipitation.  We are collaborating with application scientists on the SciDAC 2 Groundwater Reactive Transport Modeling and Simulation scientific application project.

· Analyzing bioinformatics and subsurface transport workflows to evolve a generic scientific provenance data model.

· Reviewing previous research work on general data transport mechanisms in Ptolemy, which will aid in the design of data transport utilities/actors for Kepler.

