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Scientific exploration and discovery typically takes place in two phases: data collection/generation and data analysis.  In the data collection/generation phase large volumes of data are generated by simulation programs running on supercomputers or collected from experiments’ instruments.  This requires efficient parallel data systems that can keep up with the volumes of data generated.  In the data analysis phase, it is necessary to have efficient indexes and effective analysis tools to find and focus on the information that can be extracted from the data, and the knowledge learned from that information.  This requires sophisticated workflow tools, as well as efficient dataflow capabilities to move large volumes of data between the analysis components.  

We have organized the SDM center’s activities based on a three-layer framework, where the components of each layer can use components in the layers below it. The three layers of the framework starting from the bottom are:

· Storage Efficient Access (SEA) techniques, 

· Data Mining and Analysis (DMA) components

· Scientific Process Automation (SPA) tools

The SEA layer is immediately on top of hardware, operating systems, file systems, and mass storage systems.  The SEA layer provides parallel disk access technology (PVFS, ROMIO, MPI-IO), parallel structured data access (parallel NetCDF), and a Storage Resource Manager (SRM) – a software layer to manage multi-file requests from the mass storage system (currently HPSS).  On top of the SEA layer exists the DMA layer, consisting of indexing (bitmap index), data analysis (PCA, ICA), and parallel statistical analysis components (parallel-R, based on R package), as well as a parallel visualization component (parallel VTK).  This layer also provides an integration framework (ASPECT) that allows the analysis components to interact.  The SPA layer which is on top of the DMA layer provides the ability to compose workflows from the components in the DMA layer.  The scientific workflow engine, called Kepler, was developed by enhancing an event modeling tool (called Ptolemey) to support capabilities needed in scientific applications.  These include the ability to wrap any components as Web services, thus allowing for a uniform method to invoke the components as services, including services available over the Web.  It also provides the capability to launch user’s components, and to transfer data between components.

This report consists of the following sections, organized according to the three layers, as follows:

· Storage Efficient Access (SEA) techniques
· Parallel I/O on Clusters

· Application Interfaces to I/O

· SRM/MPI-IO Parallel File System Caching and Migration Service

· Data Mining and Analysis (DMA) components

· ASPECT: Adaptable Simulation Product Exploration and Control Tool

· Feature Selection in Scientific Applications
· High-dimensional indexing techniques
· Scientific Process Automation (SPA) tools

· Mediated Query Environment
· Outreach and User Interaction
· Incorporation of Agent / Workflow Technology
· SCIRun/Kepler integration
The reports by each of the three areas follow.

1.  Storage Efficient Access (SEA)

Participants:  Bill Gropp, Rob Ross, Rajeev Thakur, Rob Latham, and Neill Miller (ANL) Alok Choudhary, Wei-keng Liao, Jianwei Li, and Avery Ching (NWU) Arie Shoshani and Ekow Otoo (LBNL)
The goal of this project is to provide significant improvements in the parallel I/O subsystems used on today's machines while ensuring that the capabilities available now will continue to be available as systems increase in scale and technologies improve.  A two-fold approach of immediate payoff improvements and medium-term infrastructure development is employed.

In the immediate term improvements to existing I/O components, such as the Parallel Virtual File System (PVFS) and the ROMIO MPI-IO implementation, can be used by applications today.  Our work in application I/O interfaces, embodied by our Parallel NetCDF interface, also promises to provide short-term benefits to a number of climate and fusion applications.

At the same time work on PVFS2, the next-generation parallel file system for clusters, addresses the scalability requirements of upcoming parallel machines and the technology improvements in areas such as high performance networking. Our work in combining the Storage Resource Manager (SRM) with MPI-IO, in conjunction with PVFS2, will provide a single solution for the problems of high-performance parallel storage access, integration of file system with tertiary storage, and remote data access.

Task 1.1: Parallel I/O on Clusters

The objective of this work is to improve the state of parallel I/O support on Linux clusters and enable the use of high performance parallel I/O systems by application scientists.  The Parallel Virtual File System (PVFS) and ROMIO MPI-IO implementations, both primarily developed at ANL, are in wide use and provide parallel I/O functionality.  This work builds on these two components by enhancing them and building core infrastructure in order to ensure these capabilities continue to be available as clusters continue to scale.

Progress Report
First, major work has been completed on all three projects (ROMIO, PVFS1, PVFS2).  The ROMIO source tree has over the years seen a great deal of ad-hoc additions of new file system support.  We made a pass over the source tree, removing replicated code and consolidating common functionality.  This had the impact of reducing the code size by approximate 10% without lost in functionality.  The widely anticipated PVFS 1.6.3 release has also occurred. This release encapsulates a number of bug fixes from the development team and other users.  Additionally, many improvements in stability and performance have been made in the PVFS2 system leading to a 1.0 release at SC2004.

Second, the group has begun to look more closely at how to provide traditional consistency semantics (e.g. POSIX) in a file system without the need for locking systems, which have many drawbacks.  A. Ching at NWU is leading this research effort and is using PVFS2 as a research platform.  The effort is investigating the use of database concepts and versioning as building blocks.

Third, we are beginning to examine options for supporting data mining capabilities throughout the I/O stack.  One example of this is tailoring the file system to better understand the data it is storing so that it can interpret that data on behalf of the user.

Finally, we are continuing to spread the word about parallel I/O techniques through invited talks and tutorials [1,2].

Plans for next quarter

The 1.0 release of PVFS2 at SC2004 will be an important point for the group as it marks the first public, production release of this code.  We expect that this will result in a great deal of interest (and bug reports!).  Following the cleanup of the ROMIO source tree, new support for PanFS, GridFTP, arbitrary direct I/O, and enhancements to the XFS support are all slated to be integrated.  Research into consistency semantics support will continue, with the goal being to find an efficient and scalable mechanism for providing traditional semantics.  We will continue to examine options for support of data mining operations in the file system, starting with simple data types that are easily described first.

Task 1.2: Application Interfaces to I/O

The objective of this work is to improve the observed I/O throughput for applications using parallel I/O by enhancements to or replacements for popular application interfaces to parallel I/O resources.  This task was added in response to a perceived need for improved performance at this layer, in part due to our previous work with the FLASH I/O benchmark.  Because of their popularity in the scientific community we have focused on the NetCDF and HDF5 interfaces, and in particular on a parallel interface to NetCDF files.

Progress Report

Issues with our test codes in PnetCDF have been worked out, and the most recent release, 0.9.4, is building correctly on a variety of platforms, including the IBM BG/L machine.  We have begun to look at a few of the last components of the API, particularly the "flexible" component of the interface that allows the use of MPI types for describing memory regions.

In addition to the data mining work at the parallel file system layer, we are also investigating what it means to support data mining in PnetCDF.  This will likely include augmented APIs designed to allow users to easily and efficiently perform key operations.

 Plans for next quarter
J. Li at NWU will continue to lead the effort to implement the remaining functionality in PnetCDF, hopefully leading to a 1.0 release in early 2005. He is also leading the data mining support efforts at the PnetCDF layer.  That work will lead to a prototype API for aiding data mining on PnetCDF files.

Task 1.3:  SRM/MPI-IO Parallel File System Caching and Migration Service

The objective of this work is to combine the parallel I/O capabilities of MPI-IO with the remote access and mass storage management capabilities of the Storage Resource Manager (SRM), allowing applications to access remote and local data and to stage data on local parallel I/O resources.  Functionality is being built to allow caching of files on a local parallel file system (such as PVFS) and migrating data between the cache and a remote tertiary storage system in the context of a MPI application.  For example, this capability would allow for movement of data between HPSS and PVFS.

Three models of data migration are being investigated: static, partial-dynamic, and dynamic.  These range from explicitly moving data a priori to implicitly staging data at runtime.

Progress Report

Currently this effort, led by E. Otoo at LBNL, is focusing on the details of hooking the C++/Corba SRM client code to the C-based ROMIO code.  This direct connection is necessary for the best possible performance.

Plans for next quarter

Once these implementation details have been worked out, we will push forward on the implementation of the partial-dynamic approach.  At that point we will have direct access from MPI clients to SRM servers and can move on to the dynamic model of migration.

References

[1] Robert Ross, "The Future of Parallel File Systems in Computational Science," invited talk at 2004 International Workshop on Scalable File Systems and Storage Technologies, in conjunction with PDCS-2004, September, 2004.

[2] William Gropp, Ewing Lusk, Robert Ross, Rajeev Thakur, "Advanced MPI: I/O and One-Sided Communication," tutorial to be presented at SC2004, November, 2004.
2.  Data Mining and Analysis (DMA)

Task 2.1: ASPECT: Adaptable Simulation Product Exploration and Control Tool (ORNL)

Contact: Nagiza Samatova, ORNL

The following staff people have contributed to the project over this quarter: 

David Bauer, Praveen Chandramohan, Jian Huang, Guru Kora, Nagiza Samatova, Ian Watkins, Srikanth Yoginath

Progress report 

This quarter was very fruitful in terms of product development and outreach. In this quarter we saw a new release of one of the software from Parallel-R suite and overall advancement in PMatrix and Remote Visualization pieces. Brief outlines of various improvements are as follows,

Parallel -R

Two packages, RScaLAPACK and Task-pR were released in previous contiguous quarters. This quarter we released a stand-alone package, “pR” that encompasses both the capabilities of RScaLAPACK and Task-pR. Further, it allows the parallel execution of RscaLAPACK functions using Task-pR engine.

The package is made available to download, along with necessary documentation from www.aspect-sdm.org/Parallel-R. Considerable amount of time was also spent on development activities like documentation, code commenting, code-clean up, updating web-site etc, to get the package ready for the release. 

PMatrix

We continued our work on PMatrix package that provides an exhaustive set of parallel matrix operations. The package extensively uses ScaLAPACK and level II & level III PBLAS. Currently the package implements the Parallel-R framework & supports integer and double datatypes. Work is underway for complex and double complex datatype support.

Supercomputing Conference 2004

We prepared a poster and demo for Supercomputing Conference 2004. We demonstrated ASPECT's new data analysis and Remote Visualization capabilities by creating two scenarios that utilize RScaLAPACK and Remote Visualization. The demo used the data generated by PPM code of LLNL (Study of Richtmyer-Meshkov Instability). The data was passed through a pipeline of data analysis and visualization components to get a view dependent isosurface. The demo was very successful.

Remote and Distributed Visualization

During the past quarter, we have finished some initial experiments that proved usability and efficacy of combining data management techniques with visualization. For the tests, we have implemented a view-dependent isosurface visualization package that leverages the bitmap indexing library developed by BNL. In addition, we designed and developed a caching library that is generally applicable to a number of visualization methods. Using this caching library and the view-dependent isosurface visualization package, we were able to demonstrate feasibility of remote visualization using prefetching, caching, data management technique and a low amount of optimization, specific to different visualization algorithms. 

Plans for next quarter

· To submit technical papers to relevant conferences or journals.

· Work towards the release of the PMatrix package.

· Work with the application scientists, to promote the usage of Parallel-R for scientific data analysis. 

· Continue the collaboration with the climate community at ORNL

· Work closely with the biology team at ORNL.

· Work with Fusion community. 

· We plan to further our research by focusing on algorithm complexity and mathematical models of remote visualization, hoping to find a way to predict remote visualization performances with the aid of advanced techniques of data management.
Task 2.2: Feature Selection in Scientific Applications (LLNL)

Contact: Chandrika Kamath, LLNL

Progress report

On the plasma fusion application, Erick Cantu-Paz visited General Atomics in San Diego to wrap up the work on this application. He gave a talk on his work to a group of interested physicists and computer scientists. He also provided Dr. Burrell with an IDL version of a feature selection algorithm and instructions on how to use it.

We continued our interactions with scientists at PPPL to understand the data from NCSX for the identification of islands in puncture plots. We obtained some data from them. A discussion of this data indicated that they are interested in classification of each line in the puncture plot into one of several categories, where some categories are easier to identify than others. We spent some time in understanding the problem and also worked on some preliminary techniques to classify these lines.

We have written a self-contained driver for the climate problem which calls our PCA and ICA codes to separate signals in the data. This will be used by the Center to show how a scientist can go from a C++ driver to a workflow.

We also wrote some preliminary code for motion tracking for data from NSTX.

Plans for Next Quarter

We plan to make our climate example code and executables available to the SPA team to use as an example of the creation of a workflow.

We will continue our work on puncture plots in collaboration with PPPL and enhance the codes for motion tracking.

Outreach

We are exploring the possibility of licensing some of our codes (written using funds from Scidac and other sources) to General Atomics. Our work introduced them to data mining techniques which they would like to explore further. We have just started preliminary discussions with them on this subject.

We will continue our outreach efforts by publicizing our results, and drawing attention to the other activities of the SDM center when interacting with new and existing customers.

Task 2.3: High-dimensional indexing techniques (LBNL)

Contact: John Wu, LBNL
Progress report

· Starting to work with the author of STAR flow analysis software to enable Grid Collector for all flow analysis jobs.  Completing this change would make a good number of users able to use Grid Collector for their analysis jobs.

· Made a trip to CERN to start collaboration with the ROOT developers on integrating bitmap indexing scheme into the ROOT software system.  Completion of this project will make bitmap indexing available to about 10,000 ROOT users, which include most high-energy physics experiments in the world.

· Made a presentation to the ATLAS experiment organizers about the Grid Collector work during the visit to CERN.

· Updating Grid Collector for working with systems with multiple IP addresses.

· The preliminary version of DEX was demonstrated at upcoming Supercomputing 2004.

· Started preparing a paper on DEX for submission to SSDBM 2005. 

· Made an initial contact with an information-visualization researcher who was interested in FastBit technology.  The potential applications discussed include analysis of network traffic logs.  This may lead to potentially more interesting applications later.

Plans for next quarter

· Complete the modification of flow analysis code.

· Prepare the Grid Collector for the new hardware upgrades at BNL.

· Develop a scheme to automatically update the indices as new events are generated from the STAR data production pipeline.

· Prepare to transfer the daily management of Grid Collector to STAR software team.

· Continue the collaboration with ROOT developers.

· Continue the development of DEX.

· Develop a web site for FastBit.
3. Scientific Process Automation

The Internet is becoming the preferred method for disseminating scientific data from a variety of disciplines. This has resulted in information overload on the part of the scientists, who are unable to query all of the relevant sources, even if they knew where to find them, what they contained, how to interact with them, and how to interpret the results. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and use those sources almost exclusively. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information. We are developing an end-to-end solution using leading-edge automatic wrapper generation, mediated query, and agent technology that will allow scientists to interact with more information sources than currently possible. Furthermore, by taking a workflow-based approach to this problem, we allow them to easily adjust the dataflow between the various sources to address their specific research needs. 

Task 3.1: Mediated Query Environment (SDSC)

Participants: Ilkay Altintas, Bertram Ludaescher, Reagan Moore, Working with (SPA-external) Kepler participants Efrat Jaeger, Mark, Miller, Steve Mock, Yang Zhao

Progress report
· New features, improvements, etc. to Kepler/SPA:

· Designed and implemented the previously discussed automatic user documentation feature. This feature has to be extended to include formatting of the generated documentation. 

· Updated the Kepler web service harvester to automatically register the discovered services with the actor repository and annotate the description using the actor ontology.

· Consolidated the design of data access actors for GET and PUT, to improve their usability. Once this is implemented, the PUT and GET features work in a similar way for GridFTP, SRB and FTP, enabling the user to utilize them interchangeably with minimal effort.

· Created a common high-throughput workflow framework to help unify and make more reusable the different HTC workflows developed by LLBL, NCSU, and SDSC. The framework will be published in the SAG workshop proceedings (see below)

· Participated in the design of an improved (more modular and scalable) Kepler architecture. (Draft document at: http://kepler-project.org/Wiki.jsp?page=KeplerObjectManager)

· Planning for the upcoming SPA software engineering meeting at UC Davis. The agenda and the write up can be obtained respectively at: http://kbi.sdsc.edu/events/SPA-Davis-02-05/   
· New Workflows and Scientific Communities and Outreach: 

· Attended the SC2005 conference, demonstrated various workflows; presented a poster on an Encyclopedia of Life (http://eol.sdsc.edu) workflow.

· Adoption of various actors, in particular web service, data transformation, and browser actors in a variety of workflows from different communities, including in geosciences, ecology and biology workflows. 

· Attended the Kepler Developer’s Meeting in Juneau. Meeting notes can be reached at: http://kepler-project.org/Wiki.jsp?page=KeplerMeetingNotesJanuary2004
· Visit (w/ Mark Miller) to Pacific Northwest National Lab in an effort to find new DOE science communities and collaborations. The efforts will be continued with the gathered contacts in order to come up with new workflows.

· Presentations on Kepler with the faculty of the new UC Davis Genome Center (http://genomics.ucdavis.edu/).  Follow-up projects are likely.

Publications and Presentations

· I. Altintas, A. Birnbaum, K.K. Baldridge, W. Sudholdt, M. Miller, C.  Amoreira, Y. Potier, and B. Ludaescher, “A Framework for the Design and Reuse of Grid Workflows”, 1st Intl. Workshop on Scientific Applications on Grid Computing (SAG), to appear.

· K. K. Baldridge, J. P. Greenberg, W. Sudholt, S. Mock, I. Altintas, C. Amoreira, Y. Potier, A. Birnbaum, K. Bhatia, and M. Taufer, "The computational chemistry prototyping environment", Proceedings of the IEEE Special Issue on Grid Computing, in print.

· K. K. Baldridge, W. Sudholt, J. P. Greenberg, C. Amoreira, Y. Potier, I. Altintas, A. Birnbaum, D. Abramson, C. Enticott, and S. Garic, "Cluster and grid infrastructure for computational chemistry and biochemistry", in "Parallel Computing for Bioinformatics", A. Y. Zomaya (Ed.), John Wiley & Sons, submitted for publication

· B. Ludaescher, I. Altintas, C. Berkley, D. Higgins, E. Jaeger, M. Jones, E.A. Lee, J. Tao, Y. Zhao, Scientific Workflow Management and the Kepler System, in special issue of  Distributed and Parallel Systems, to appear, 2005

Plans for next quarter

· Submission of a .paper to SSDBM 2005 to present the design of the complete Kepler web service framework. (This is work in progress.) 

· Integrate SOAPLAB services as a suite of actors in Kepler/SPA. This will be one of the focuses of Ilkay’s LINK-UP project visit to UK and meetings with their Taverna team.

· Addition of "WSDL like" descriptions for command line actors (ACD file) 

· Design and implementation of the unfinished parts of the execution log utility. (In progress.)

· Implementation of native support for Nimrod and/or APST as explained in the Kepler design document for large-scale distributed execution. (Design report in progress at: http://kepler-project.org/Wiki.jsp?page=KeplerGrid) 

· Use of Kepler in a new UC Davis graduate class (Topics in Scientific Data Management, http://www.cs.ucdavis.edu/courses/exp_course_desc/289F-wq05.html)

Task 3.2: Outreach and User Interaction (LLNL)
Participants: Terence Critchlow, Xiaowen Xin 

Progress report
· Wrote new DirectoryCreate actor.

· Worked with SDSC to create Documentation doclet.

· Developed and checked in unified workflow and actor testing framework. Generated and tested

· TSI logging component 

· TSI filtering component 

· Rewrote the PIW Visualization actor to improve functionality

· Sort transcription factor binding sites by frequency.

· Select multiple binding sites at once and click on or off.

· Zoom in and out on sequences.

· Deployed website 2.0. New extensions include TSI-s documentation and an actors page where actors are listed by category (this page is generated by the actor doclet)

· Participated in demonstration of TSI workflow, and contributed to SPA poster, at SC’04

Plans for next quarter
· Deploy data transfer workflow at Stony Brook 

· Begin development of data analysis component of TSI-1 workflow. 

Task 3.3: Incorporation of Agent / Workflow Technology (NCState)

Participants: Mladen Vouk, Sangeeta Bhagwanani, Zhengang Cheng, Brett Marinello, Jason Kekas Ruben Lobo, Pierre Mouallem, Phoemphun Oothongsap, Kera Bell

Personnel responsibilities:

· Mladen Vouk (PI, Professor) - project coordination and management, scientific workflow research and guidance

· Sangeeta Bhagwanani (MS candidate) - GUI interfaces, actors, server support, workflow support

· Zhengang Cheng (PhD candidate) - actors, service, SPA engine support, semantic verification and validation, workflow composition

· Bret Marinello (MS candidate) - grid services testbed, large data flows

· Jason Kekas (PhD candidate) - technical support, servers, services, firewall, etc.

· Ruben Lobo (PhD candidate) - software packing

· Pierre Mouallem (MS candidate) workflow fault-tolerance and reliability, services, actors, packaging

· Phoemphun Oothongsap (PhD) - high-intensity network-based data flows

· Kera Bell (PhD candidate) – workflow security

· An undergraduate NCSU student team (CSC402/ECE470) - Kevin Snow (Lead), Walter Scheper (Vice Lead), Eric Yarbrough, Joel “Ben” Allen – Report on Scientific Process Automation: Workflows and Services
Progress Report

In accord with the Q4/04 plan, during the last 3 months of this report period, we were working on several fronts: a) dissemination of SDM related information and research via conferences and presentations – this includes work on papers, theses and reports, b) software, service and infrastructure robustification of the SPA setup – server changeover, service fail over arrangements, development of new/replacement services c) in-depth analysis of the GUI aspects of the solution – including assessment of merger with SciRun, d) further development, assessment and collection of case-study workflows suitable for field testing of the SPA product, e) extension of SPA engine to grid and indirect high-intensity flows,. All these activities support two major goals: (i) semi-automatic generation of data-transforms that translate into web-services and pro-active support functions for scientific workflows, and (ii) identification, assessment and implementation of general as well as domain-specific workflow extensions to Ptolomey framework that enable support of complex scientific workflow description and execution. 

This work is expected to continue in Q1-2005, specifically dissemination, service development, GUIs, case-studies, fault-tolerance, and indirect flows with the intent to deliver a new release of SPA workflow libraries, workflows and engine. Specific end-user collaboration is with Dr. Blondin (astrophysics workflows).

SPA software and workflow development

We released a new “Blodin” astrophysics workflow, and a new version of the SPA software/library. Both are available on the web (SPA download site). An early version of the full Blondin workflow was demonstrated at the Supercomputing 2004. We have completed a set of service actors and services suitable for high-volume bulk transfer of data. They include SABUL high-volume solution, and more recently a bbcp transfer solution. We are in the process of moving from the test-bed implementation to Cray-based production version of the workflow. In the near future, we plan to start working with PPL staff on another set of high-volume workflows.

An assessment of scientific workflow support systems and components
We have completed researching different scientific workflow systems, and their capabilities and visual components, for the purpose of defining best-of-practice elements that would work in SPA. Assessment produced a series of reports. The two final reports in the series were completed in this quarter and are related to the user interfaces, including GUIs, and to a more general assessment of SPA.

The interface study finds that although a lot of effort has been put into creating user-friendly workflow systems, the complexity of the visual component is still overwhelming and unintuitive at times – even to computer science students. Many systems employ interesting metaphors, but as the complexity of the underlying layers increases, most visual components also become more complex and more difficult to use. Special care should be taken in presenting new or enhanced functionality to the user for the system to be well accepted. The report observes that most scientific workflow systems used in the life and physcial sciences domain do not support satisfactorily decision-based construction and execution of workflows. At this time, most of these systems also have difficulty in interoperating with other supporting systems. Verification, validation and fault-tolerance also appear to be a challenge.

In general, the Scientific Process Automation (SPA) project is working to create a Scientific Problem Solving Environment with an “intuitive” user interface that will allow scientists to “easily” create scientific workflows.  The last study evaluates how "intuitive" and "easy" it may be from the scientist’s perspective. Analysis involves a series of evaluations encompassing installation, workflow development, workflow maintainability, GUI design, and usability of SPA. This work looks at a commercial service broker solution, StrikeIron, to see if any of the StrikeIron products can help to improve fault tolerance in SPA.  In addition, the study evaluates Grid Nexus (a Ptolemey II based grid workflow support tool)  and compare its use to SPA.
We feel we are in a good position to make some strong statements and recommendations as to what a good scientific workflow support system needs to have, what is available, and what an appropriate direction of the future development and research may need to be in such DOE supported efforts. We are in the progress of integrating the results into a single report. Individual component abstracts are in the appendix, and individual reports are available on the web. The assessment report suite is as follows

1. Sangeeta Ramesh Bhagwanani, (M.S, 2005, "An Evaluation of End-User Interfaces of Scientific Workflow Management Systems") [Abstract] [Thesis (PDF)]

2. Kevin Snow, Walter Scheper, Eric Yarbrough, Joel “Ben” Allen, CSC402/ECE470 Project Report, “Scientific Process Automation: Workflows and Services,” NCSU, Fall 2004, [Report (PDF)]
3. Daniel Colonnese (M.S., 2004, "Grid Service Data Needed for Estimation of Reliability in Scientific Workflow Systems") [Abstract] [Thesis (PDF)] 

4. Phoemphun Oothongsap, (Ph.D, 2004, "Analysis of High-Speed Data Transfer Protocol Algorithms") [Abstract] [Dissertation (PDF)] 

5. Pankaj Chopra, Charles Loftis,  Spencer Proffit, CSC591G Project Report, “Workflows in Bioinformatics – Kepler Report,” NCSU, Spring 2004 [Report (PDF)]

6. Sandeep Chandra (M.S., 2002, "Service-based Support for Scientific Workflows") [Thesis (PDF)] 

Task 3.4: SCIRun/Kepler integration (Utah)

Participants: Steven Parker, Ayla Khan, Oscar Barney

With funding now in place, we are ramping up both personnel and our understanding of the SPA tools, but we have already made considerable progress toward the end goals of integrating SCIRun with the SPA tools.  We have incorporated a simple Ptolemy application into SCIRun to serve as a strawman and to test the coupling of a Java application within SCIRun.  We are now proceeding to incorporate the additional actors from Kepler and to create mechanisms for moving data back and forth between Kepler and SCIRun.

Progress report
· Created a SCIRun module that loads Ptolemy, and resolved Java-SCIRun integration issues.  Kepler integration is in progress.  (Utah)

· Hired new student (Oscar Barney) to work on SPA. (Utah)

· Created a Ptolemy actor that starts SCIRun. (Utah)

· Started design of Java to SCIRun bridging mechanisms (Utah)

Plans for next quarter
· Complete a demonstration of a simple linked Kepler/SCIRun application.  We are still pursuing both paths (Kepler in SCIRun, and SCIRun in Kepler)

· Resolve a few remaining bugs in the Java VM/SCIRun interface

· Participate in software engineering meeting at UC Davis in February
