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Introduction

Scientific exploration and discovery typically takes place in two phases: data collection/generation and data analysis.  In the data collection/generation phase large volumes of data are generated by simulation programs running on supercomputers or collected from experiments’ instruments.  This requires efficient parallel data systems that can keep up with the volumes of data generated.  In the data analysis phase, it is necessary to have efficient indexes and effective analysis tools to find and focus on the information that can be extracted from the data, and the knowledge learned from that information.  This requires sophisticated workflow tools, as well as efficient dataflow capabilities to move large volumes of data between the analysis components.  

We have organized the SDM center’s activities based on a three-layer framework, where the components of each layer can use components in the layers below it. The three layers of the framework starting from the bottom are:

· Storage Efficient Access (SEA) techniques, 

· Data Mining and Analysis (DMA) components

· Scientific Process Automation (SPA) tools

The SEA layer is immediately on top of hardware, operating systems, file systems, and mass storage systems.  The SEA layer provides parallel disk access technology (PVFS, ROMIO, MPI-IO), parallel structured data access (parallel NetCDF), and a Storage Resource Manager (SRM) – a software layer to manage multi-file requests from the mass storage system (currently HPSS).  On top of the SEA layer exists the DMA layer, consisting of indexing (bitmap index), feature selection and identification, and parallel statistical analysis components (parallel-R, based on R package), as well as a parallel visualization component (parallel VTK).  This layer also provides an integration framework (ASPECT) that allows the analysis components to interact.  The SPA layer which is on top of the DMA layer provides the ability to compose workflows from the components in the DMA layer as well as user-provided simulation and analysis components.  The scientific workflow engine, called Kepler, was developed by enhancing an event modeling tool (called Ptolemy) to support capabilities needed in scientific applications.  These include the ability to wrap any components as Web services, and invoke computational components in a prescribed fashion.  It also provides the capability to launch user’s components wrapped with CCA (Common Component Architecture) interfaces , and to initiate and monitor data transfer components.

This report consists of the following sections, organized according to the three layers, as follows:

· Storage Efficient Access (SEA) techniques,

· Parallel I/O on Clusters

· Application Interfaces to I/O

· SRM/MPI-IO Parallel File System Caching and Migration Service

· MPI-IO/LN: MPI-IO Interface to Logistical Networks
· File System Benchmarking and Application I/O Behavior
· Data Mining and Analysis (DMA) components

· High-performance statistical computing for scientific applications
· Feature Selection in Scientific Applications
· High-dimensional indexing techniques
· Scientific Process Automation (SPA) tools

· Mediated Query Environment
· Outreach and User Interaction
· Incorporation of Agent / Workflow Technology
· SCIRun/Kepler integration
The reports by each of the three areas follow.  We held the half yearly All Hands Meeting on Oct 2-3, 2005 in North Carolina.  The presentations given at the All Hands Meeting are posted at: http://sdmcenter.lbl.gov, under “Meeting” – North Carolina.
1.  Storage Efficient Access (SEA)

Participants:  Bill Gropp, Rob Ross, Rajeev Thakur, Sam Lang, Rob Latham, and Jonghyun Lee (ANL), Alok Choudhary, Wei-keng Liao, Jianwei Li, and Avery Ching (NWU), Arie Shoshani and Ekow Otoo (LBNL)
The goal of this project is to provide significant improvements in the parallel I/O subsystems used on today's machines while ensuring that the capabilities available now will continue to be available as systems increase in scale and technologies improve.  A two-fold approach of immediate payoff improvements and medium-term infrastructure development is employed.

Our two keystone components are the PVFS2 parallel file system and the ROMIO MPI-IO implementation.  These tools together address the scalability requirements of upcoming parallel machines and are designed to leverage the technology improvements in areas such as high-performance networking.  These are both widely deployed and freely available, making them ideal tools for use in today’s systems.  Our work in application I/O interfaces, embodied by our Parallel NetCDF interface, also promises to provide short-term benefits to a number of climate and fusion applications.

At the same time we continue to push for support of common, high-performance interfaces to additional storage technologies. Our work combining the Storage Resource Manager (SRM) with MPI-IO, in conjunction with PVFS2, will provide a single solution for the problems of high-performance parallel storage access, integration of file system with tertiary storage, and remote data access.  Finally, our work creating a MPI-IO interface for access to logistical networks will provide another option for remote data access.

Task 1.1: Parallel I/O on Clusters

The objective of this work is to improve the state of parallel I/O support on Linux clusters and enable the use of high performance parallel I/O systems by application scientists.  The Second Parallel Virtual File System (PVFS2) and ROMIO MPI-IO implementations, primarily developed at ANL, are in wide use and provide parallel I/O functionality.  This work builds on these two components by enhancing them and building core infrastructure in order to ensure these capabilities continue to be available as clusters continue to scale.

Progress Report

PVFS2 is now running in production mode at ANL on the BG/L system.  Users have reported as much as a 5-fold increase in performance due to moving from NFS file system to PVFS2 file system, even with basic Fortran I/O.

Version 1.2.0 of PVFS2 was released on July 29.  This version incorporates new hooks to make tuning file distribution simpler, a new “varstripe” distribution contributed from Univ. of Heidelberg, basic extended attribute support, and a collection of bug fixes.

We identified a problem with small read and write operations, stemming from the use of a rendezvous protocol even for small I/O operations.  We are implementing an “eager” I/O approach to reduce latency in these situations as a first step towards improving performance.
Finally, we are continuing to spread the word about parallel I/O techniques through invited talks and tutorials [1-3].  The Cluster2005 tutorial was a great success, with many more attendees than the conference originally expected.  The emphasis in our I/O tutorials is on understanding how parallel I/O systems work, what interfaces are available, and how these interfaces match to the needs of applications.
Plans for next quarter

After putting the finishing touches on the stand-alone ROMIO release we will work towards a new PVFS2 release.  Many improvements, including extended attribute support and performance improvements for NFS exports, are underway.

In the next quarter the emphasis will be on improving performance.  We will be examining the PVFS2 system for the purposes of enhancing performance for HPC applications, and we will be tuning the interactions between ROMIO and underlying file systems.  We have applied for time on the BGW BlueGene/L system at IBM Watson, and hope to perform some preliminary PVFS2 performance testing on that machine at client counts up to 20K nodes.
Task 1.2: Application Interfaces to I/O

The objective of this work is to improve the observed I/O throughput for applications using parallel I/O by enhancements to or replacements for popular application interfaces to parallel I/O resources.  This task was added in response to a perceived need for improved performance at this layer, in part due to our previous work with the FLASH I/O benchmark.  Because of their popularity in the scientific community we have focused on the NetCDF and HDF5 interfaces, and in particular on a parallel interface to NetCDF files.  Recently we have seen increased interest in the PnetCDF interface from the astrophysics scientists at NCSU (contact: John Blondin).

Progress Report

PnetCDF 1.0 was released on July 27.  This version builds on a number of platforms, including the Cray X1E and the IBM BG/L, along with all the previously supported platforms.  It runs successfully on the X1E, but a problem in the BG/L MPI-IO implementation causes segmentation faults when PnetCDF is used.  IBM is aware of the problem and is working on a fix.

Early performance testing with PnetCDF by John Blondin and Micah Beck has indicated that there are performance problems on the X1E system.  At this time it is unclear if these are PnetCDF or MPI-IO issues.

We have begun work on a nonblocking interface to PnetCDF files, led by J. Li at NWU.  This addition to the PnetCDF API will allow for overlap of computation and I/O.  Implementation of this interface is complicated by the fact that (a) we do not wish to add threads into the PnetCDF design, and (b) PnetCDF operations often require additional steps after MPI-IO in order to complete.

Plans for next quarter

We will further investigate performance problems on the X1E and track the status of the MPI-IO implementation on BG/L so that PnetCDF may be used on both systems.  We will continue the implementation of the nonblocking PnetCDF API and incorporate this into a future release.

Task 1.3:  SRM/MPI-IO Parallel File System Caching and Migration Service

The objective of this work is to combine the parallel I/O capabilities of MPI-IO with the remote access and mass storage management capabilities of the Storage Resource Manager (SRM), allowing applications to access remote and local data and to stage data on local parallel I/O resources.  Functionality is being built to allow caching of files on a local parallel file system (such as PVFS) and migrating data between the cache and a remote tertiary storage system in the context of a MPI application.  For example, this capability would allow for movement of data between HPSS and PVFS.

Progress Report

Currently this effort, led by E. Otoo at LBNL, is focusing on write functionality.  SRM/MPI-IO functions for writing files from PVFS to HPSS were added. Experiments were conducted on different approaches to writing streams of files through the interface, and MPI-IO error handlers were added for specific SRM cases.  Finally, a library reference and user guide has been created.

Plans for next quarter

Testing in the following quarter will help identify any performance bottlenecks in the system and to work out some details in the ROMIO implementation.  Following this a paper will be written and submitted to a major conference in order to help advertise this work.
1.5  File System Benchmarking and Application I/O Behavior

The objective of this work is to evaluate the relative performance of the file systems available to important SciDAC applications on DoE compute platforms, and, in particular the sustained speed of reading and writing large datasets.  The performance, functionality, and scalability of MPI-IO, parallel netCDF, and HDF5 are critical for many applications.

Progress Report

We first used the IOR benchmark to obtain a baseline performance estimate on Phoenix (Cray X1E) at ORNL and on Seaborg (IBM Power3) at NERSC.  This testing uncovered a bug in the implementation of MPI-IO on Seaborg involving the use of the MPI_MODE_UNIQUE_OPEN flag. While we did not complete a full parameter study of file system performance, this testing did serve to provide an expected bounds for the read and write bandwidths on \ Phoenix for reference in application testing (~100MBps for 32 processors reading or writing a single file; ~300MBps for 32 processors reading separate files, ~400-500MBps for 32 processors writing separate files).  The results on Seaborg were quite different (~100MBps writing separate files, ~200-300MBps reading a single file).
Our application testing focused on the astrophysics code VH-1 used by John Blondin, on his platform of choice: the Cray X1E. Initial results measured very low I/O bandwidth when reading and writing files in the default scratch directory. The default scratch directories are not striped; however, Blondin has been allocated a special file system which provides more space and uses striping to accelerate I/O performance.
Furthermore, performance of VH1 on Phoenix has shown that the fastest write speeds are obtained when each processor writes a separate file using native, non-collective MPI-IO (up to ~1200MBps using 200 processors).  In contrast, writing to a single file collectively using MPI-IO never obtained better than 100MBps, which was with 8 processors; runs with 200 processors obtained less than 50MBps.

Plans

In the coming months, we will extend our performance testing to a more complete scalability study, consider applications other than VH-1, and begin a performance evaluation of I/O on the Cray XT3.  We will also address the question of how users can detect and analyze I/O performance of applications on systems where file system configuration factors are not normally visible to the application.

Task 1.4:  MPI-IO/LN: MPI-IO Interface to Logistical Networks
The objective of this work is to provide a high-performance MPI-IO interface to logistical networks, a distributed storage infrastructure being developed at UTK.  Many application groups, including astrophysics groups at NCSU and SUNY Stony Brook, are using logistical networks as a mechanism to move data from supercomputing centers to their local clusters for postprocessing.  This interface would enable these groups to write data directly into the logistical network, eliminating one step in their workflow.

Progress Report

This effort is led by J. Lee at ANL.  Implementation of ROMIO hooks to LN have been completed, and a number of optimizations implemented.  A technical report describing the work is in progress in conjunction with the UTK group.  The implementation has been tested with a collection of MPI-IO, PnetCDF, and HDF5 benchmarks, and these results are described in the report.

J. Lee visited the UTK group to better understand their components and is leveraging his previous experience with ROMIO to design a component to hook to LNs.  At this point a beta version of the MPI-IO/LN support has been implemented and tested for correctness and performance.
Plans for next quarter

At this point our beta version is ready for use by friendly users.  A shortened version of the technical report is being prepared for submission to a conference, and we are beginning to examine performance on a wider collection of architectures.  We are also attempting to find an early adopter to provide feedback and help us improve the implementation.

References

[1] Robert Latham, “Parallel I/O in Practice,” tutorial to be presented at Cluster 2005, Boston, MA, September, 2005.
[2] Robert Latham, William Loewe, Robert Ross, Rajeev Thakur, “Practical Parallel I/O,” tutorial to be presented at SC2005, Seattle, WA, November, 2005.
[3] Bill Gropp, Rusty Lusk, Rob Ross, and Rajeev Thakur, “Advanced MPI: I/O and One-Sided Communication,” tutorial to be presented at SC2005, Seattle, WA, November, 2005.
2.  Data Mining and Analysis (DMA)

Task 2.1: High-performance statistical computing for scientific applications (ORNL)

Contact: Nagiza Samatova, ORNL

The following staff people have contributed to the project over this quarter: 

Guru Kora, Nagiza Samatova, and Srikanth Yoginath

Progress report 

SuperComputing 2005:

This year we plan to represent ParallelR and ProRata applications with a poster and demo in SC2005. The theme of the poster will be ParallelR deployment in the field of High performance statistical computing. A poster of size 98"/49" was designed and printed for the event.

Component based deployment of ParallelR modules:

After getting a cue from Arie's guidelines for presentations at OCT 05' AHM, we decided to explore new venues of making existing ParallelR modules more accessible to the scientific community. We experimented with two concepts that would allow users in high-performance parallel statistical computation field to deploy ParallelR modules in their workflows more seamlessly. One approach we employed was creating generic CCA compliant components of ParallelR library modules. These CCA ParallelR components could be used within any CCA supported frameworks.  We also explored Service Oriented Architecture and followed web-service approach in deploying some of the ParallelR modules. This approach presents an interesting way of using high performance libraries like ParallelR with the help of a web-portal. A prototypical deployments of both approaches were presented at OCT 05' SDM-AHM 

(see: http://sdm.lbl.gov/sdmcenter/pub/2005.10.SDM.AHM.htm).
Parallel-R:

RScaLAPACK got a major face-lift this quarter as we added MPICH2 support for its parallel engine. Some intelligent memory optimization techniques were added to boost the performance of some of the algorithms of RScaLAPACK. We streamlined the installation process, added more robust error-handling capabilities and fixed some of the outstanding quarks to release RScaLAPACK version 0.5.1. Testing, performance evaluation of new distribution and subsequent updates of website and package documentations were done. The new package was released on R's Comprehensive R Archive Network during the third week of October.

The accepted publication "RScaLAPACK: High-Performance Parallel Statistical Computing with R and ScaLAPACK", was presented at PDCS'05 Las Vegas.

We have been working on improving some of the optimization issues of taskPR. Various parallel compilers like SUIF, Polaris etc., are being explored to address some of the issues. We will be incorporating some these optimization techniques into taskPR in the coming quarter.

Proteomics:

ProRata is a data analysis and visualization software for quantitative proteomics. It employs algorithms such as principal component analysis and maximum likelihood estimation to process mass-spectrometry data and estimate the protein abundance ratios and their confidence interval in a more rigorous and accurate manner. It also provides a sophisticated graphical user-interface to enable mass-spectrometrists and biologists to visualize the result with 2D graphs and manually curate the results. The development is in the final stage and will have an alpha release this coming quarter.

Plans for next quarter

· Working on the next release of taskPR package.

· Working towards the alpha release of ProRata. We also plan to work closely with Robert L. Hettich's group assisting them in deploying ProRata in their workflow.

· Working on the design of component based ParallelR module distribution that will be integrated into one of the CCA compliant frameworks such as SciRun.

Task 2.2: Feature Selection in Scientific Applications (LLNL)

Contact: Chandrika Kamath, LLNL

Progress report

We licensed our software for dimension reduction and anomaly detection to General Atomics in August. This included the compiled libraries, example codes, documentation, and related technical reports. The work was funded through SciDAC and the DOE NNSA ASC program.

We implemented two additional approaches for the classification of Poincare plots. One is the KAM approach based on a graph representation of the plot. We found that a direct application of KAM was not suitable given the characteristics of our data sets. So, we modified the features extracted from the graph, resulting in better classification accuracy. We also found that we could use the features in a classification algorithm such as a decision tree to improve the accuracy further. We also conducted extensive tests to determine how robust each method was when the number of points in an orbit was reduced. In addition, we began early experimentation with ideas to handle experimental data where the points in a plot were not explicitly assigned to an orbit.

The software for puncture plot classification now supports the default KAM approach, the modified KAM approach, and our original piece-wise polynomial based approach. Further testing is being done to better understand the settings of various parameters. Technical reports describing each method are also in progress.

We have continued our interactions with scientists at PPPL on the Poincare plot analysis and obtained additional data and well as clarifications on various issues.

Plans for Next Quarter

We plan to complete the implementation and testing of the first version of various methods for the classification of the Poincare plots and make it available to PPPL. We will also work on extracting the specific features of interest for islands and separatrices.

We will also start work on the problem of tracking plasma in experimental data from NSTX. This is joint work with PPPL.
Task 2.3: High-dimensional indexing techniques (LBNL)

Contact: John Wu, LBNL

Contributors: Kurt Stockinger

Progress report

· Presented our work on a ROOT loadable module at the ROOT2005 workshop.  Discussed with key developers of ROOT on a detailed plan to integrate FastBit into the ROOT framework.  Discussed the licensing issues surrounding the use of FastBit in ROOT.  Worked with LBNL technology transfer department to produce a license that allowed FastBit to be used from ROOT in the bundled form.
· Developed a parallel query answering prototype for FastBit.  Used this parallel prototype through the ROOT loadable module to analyze a large set (over a billion records) of network traffic flow data.  In this context, FastBit provides an efficient way to allow the large number of records to be searched and filtered; while the ROOT system provides an integrated visualization capability to display the selected records.  In combination, it allows the network security experts to visually identify anomalous and malicious network traffic sessions quickly and efficiently.  Without this tool, most network traffic analyses are performed on fairly small amount of data, say the most recent hour or the last day from a relatively small network domain.  FastBit allows one to easily analyze data from many months or across many institutions.
· Submitted the work on network flow analysis as a High-Performance Analysis Challenge (organized by Supercomputing 2005).

· Our work on the Dexterous Data Explorer (DEX) was accepted by IEEE VIS 2005, a highly regarded visualization conference.  We have been working closely with the visualization experts to fine tune the message to be presented at the conference.

Plans for next quarter

· Prepare a demonstration of the network flow analysis at SC05.

· Working with the visualization experts to help render the statistical information presented in the bitmap indices to help users formulate queries.

· Starting to develop detailed plains to integrate FastBit indices into ROOT and other data formats.  This may require significant restructure/refactor/rewrite of FastBit.

· Adding advanced features such as SQL “group by” and “join” to FastBit.  Another significant modification to FastBit.

· Explore alternative options for Grid Collector's inter-process communication.  The STAR software team is concerned about the maintenance of ORBacus which is currently used by Grid Collector but is no longer supported by the original developers.

3. Scientific Process Automation

The Internet is becoming the preferred method for disseminating scientific data from a variety of disciplines. This has resulted in information overload on the part of the scientists, who are unable to query all of the relevant sources, even if they knew where to find them, what they contained, how to interact with them, and how to interpret the results. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and use those sources almost exclusively. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information. We are developing an end-to-end solution using leading-edge automatic wrapper generation, mediated query, and agent technology that will allow scientists to interact with more information sources than currently possible. Furthermore, by taking a workflow-based approach to this problem, we allow them to easily adjust the dataflow between the various sources to address their specific research needs. 

Task 3.1: Mediated Query Environment (SDSC / UC Davis)

Participants: Ilkay Altintas, Bertram Ludaescher, Reagan Moore 

Accomplishments:
· Finalized conversion of Kepler metadata format into a docbook-style automated Kepler documentation. 

· Finished the initial design of the provenance framework in Kepler. This was implemented later by Oscar Barney from Utah (additional provenance use cases: Dr. Timothy McPhillips; will join UC Davis Kepler team from November 15)

· Finished implementation of Elvis actor and developing simple use-cases for it. (Mostly done by Pierre from NCSU.)

· Worked on the design for the Pellet Injection Simulation Workflow from Scott Klasky’s group in PPPL, but this work was suspended as the focus of the research at the fusion end has changed.  

· Implemented a specialized Web Service Director as an extension to the SDF Director. The director works using the same principles as the SDF director, but has some failure recovery (retry/alternate sites) and execution log features for web services.

· Completed an initial set of JAI-based image processing actors in Kepler. We are extending these actors to allow for advanced imaging operations and visualization features in workflows.

· Finished implementation of actors for execution of SOAPLab (bioinformatics) services 

· Finished an initial version of including the JMol into Kepler as an actor.

· Work with Ken De Nisco and LLNL to execute the TSI-I workflow in detached mode.

· New Workflows and Scientific Communities and Outreach: 

· Adoption of various actors, in particular command line, web service, data transformation, and browser actors in a variety of workflows from different communities, including in oceanography, phylogeny, seismology, computational chemistry, geosciences, ecology and biology workflows. 

Publications and Presentations
· Published papers:

· “Flexible IO services in the Kepler Grid Workflow Tool”. D. Abramson, J.Komminenni, I. Altintas, E-Science 2005. 

· S. Bowers and B. Ludaescher. Actor-Oriented Design of Scientific Workflows. In 24st Intl. Conference on Conceptual Modeling (ER), LNCS, Klagenfurt, Austria, October 2005. Springer. 

· S. Bowers and B. Ludaescher. Towards Automatic Generation of Semantic Types in Scientific Workflows. In Intl. Workshop on Scalable Semantic Web Knowledge Base Systems (SSWS), LNCS, New York, November 2005.  C. Berkley, S. Bowers, M. Jones, B. Ludaescher, M. Schildhauer, and J. Tao. 
· Chad Berkley, Shawn Bowers, Matthew Jones, Bertram Ludäscher, Mark Schildhauer, Jing Tao, Incorporating Semantics in Scientific Workflow Authoring. In 17th Intl. Conference on Scientific and Statistical Database Management (SSDBM), Santa Barbara, California, June 2005. 
· E. Jaeger, I. Altintas, J. Zhang, B. Ludaescher, D. Pennington, and W. Michener. A Scientific Workflow Approach to Distributed Geospatial Data Processing using Web Services. In 17th Intl. Conference on Scientific and Statistical Database Management, SSDBM 2005
· Presented Kepler at TAPIA 2005 Conference (Altintas)

· UC Berkeley Database Group Seminar, Berkeley, October 21st, 2005, Challenges and Opportunities in Scientific Data and Workflow Management (Ludaescher)

Other
· Attended the SDM AHM in Raleigh, NC.  The presentation made at the meeting can be found at: http://sdm.lbl.gov/sdmcenter/pub/2005.10.SDM.AHM.htm.
Plans for coming quarter

· Work on the design of features and a workflow that will be useful  for Klasky’s fusion worklows in the future.

· Analyze user requirements and design a prototype CCA functionality in Kepler.

· Work with NCSU to replicate the Kepler as a read-only tree in the SPA repository. This will keep Kepler and SPA efforts in parallel, making the collaboration between projects easier.

· Extend and write about plans for the next SDM proposal.

· Addition of "WSDL like" descriptions for command line actors (ACD file) 

· Help testing the SCIRun/Kepler interface.

· Attend and present SPA at the APS meeting in Denver.

· Kepler meeting during SEEK AHM 10/24-28/2005, SDSC

· UC Davis undergraduate class: ECS-166 Scientific Data Management (module and project on Kepler)

Task 3.2: Outreach and User Interaction (LLNL)
Participants: Terence Critchlow
Progress report

· Attended SciDAC SDM all hands meeting 

· Despite transferring to a different project, Xiaowen represented the SPA team at the regular TSI all hands meeting and presented an overview of the TSI-1 workflow to that group. 

· Hired Anthony Wilson to act as a developer. Unfortunately, he is leaving the Lab at the end of Oct, so another replacement needs to be found. 
Plans for next quarter

· Fill developer position again
· Work with Swesty to ensure TSI-1 is used in production environment 

· Begin outreach to LSST project . 

Task 3.3: Incorporation of Agent / Workflow Technology (NCState)

Participants: Mladen Vouk, Zhengang Cheng, Brent Marinello, Ruben Lobo, Pierre Mouallem, Kera Bell

Progress Report
In accord with the Q2/05 plan, during the last 3 months of this reporting period, we were working on several fronts: a) dissemination of SDM related information and research via conferences and presentations – this includes work on papers, theses and reports, as well as documentation of existing SPA codes, b) software, service and infrastructure robustification of the SPA setup –service fault-tolerance and fail over arrangements, development of new/replacement services, and c) further work on case-study workflows (PPPL and TSI). All these activities support two major goals: (i) semi-automatic generation of data-transforms that translate into web and other services and pro-active support functions for scientific workflows, and (ii) identification, assessment and implementation of general as well as domain-specific workflow extensions to Ptolemy and similar frameworks that enable support of complex scientific workflow description and execution. 

We released a new “TSI-NCSU” astrophysics workflow version – this one can be “detached” from the classical Kepler-based workflows. It is now used in production. We now also have an asynchronous solution (“closed laptop option”) via the NC State Virtual Computing Laboratory (http://vcl.ncsu.edu). We have also added workflow-state tracking using a data-based and web-interfaces.

We continued to discuss and pilot draft, versions of the elements of two PPPL workflows. We have completed process of integrating a scientific workflow methodology assessment document based on the studies we have performed in the last few years. We hosted the SDM All Hands Meeting in Raleigh on September. 

Plans for next quarter
This work is expected to continue in Q4-2005, in a) dissemination,  b) service development in the form of case-study work (new interactions), and c)  fault-tolerance, indirect flows and security. Intent is to deliver a additions (actors) to SPA workflow libraries, workflows and engine. 

Specific end-user collaboration is with Dr. Blondin (astrophysics workflows).and with with ORNL scientists (Klasky) will continue. We will also interact with some other scientists (e.g., Sveta Shasharina regarding wider use of Kepler-based workflows). We will participate at SC05.. We are also looking at the security and confidentiality management of workflows.

Personnel:

· Mladen Vouk (PI, Professor) - project coordination and management, scientific workflow research and guidance

· Zhengang Cheng (PhD candidate) - actors, service, SPA engine support, semantic verification and validation, workflow composition – TSI workflows
· Brent Marinello (MS candidate) - grid services testbed, large data flows, automation of TSI flows and PPPL workflows
· Ruben Lobo (PhD candidate) - software packing

· Pierre Mouallem (MS candidate) workflow fault-tolerance and reliability, services, actors, packaging, automation of PPPL workflows
· Kera Bell (PhD candidate) – workflow security and confidentiality

Relevant Dissemination (Q3-05)

Software

1. New release of a version of Blondin workflows and documentation [http://www(casc.llnl.gov/sdm/download.php] 

2. Virtual Computing Laboratory [http://vcl.ncsu.edu]
3. Continued Development of first elements of PPPL workflows.
Task 3.4: SCIRun/Kepler integration (Utah)

Participants: Steven Parker, Ayla Khan, Oscar Barney, Thiago Ize

This past quarter we developed the preliminary version of a Provenance Recorder for Kepler. The recorder is a general, standalone logging framework that is capable of collecting many types of events associated with Kepler workflows and does not require any extra “wiring.” It has been checked into the Kepler CVS repository and is usable. There are three main things are left unfinished with the Provenance Recorder. First we need to be able to better control the amount of provenance data saved. Second we (SDM center) need to come up with a data format that people can agree on and third we need to store the provenance data more efficiently.

We have completed a preliminary version of a “smart rerun” system for Kepler. The algorithm we used is based on the Vistrails system developed here at Utah. The basic idea is that you analyze the data dependencies of the workflow to figure out what parts need to be repeated and what parts have been done before. Then we give (stream) the results for the “done” parts to the parts that need to be rerun. It works with workflows using the SDF and PN directors. Although this “Smart rerun manager” runs well on basic workflows it needs much more testing on complex workflows to ensure proper behavior. Challenges include making sure that we are recreating the streams of tokens correctly in all cases.

We continue to work on the flow of data between Kepler and SCIRun. The SCIRun2 Babel meta-component model is one of the tools we are exploring to implement the SCIRun2-Kepler interface.

Accomplishments:
· Committed initial version of Provenance Recorder to Kepler CVS.  (Utah)

· Initial prototype of smart rerun manager (Utah)

Publicications/presentations:

· AHM meeting presentation

· Presented SCIRun socket interface to SCIRun developers meeting.

Plans for coming quarter:

· Refine provenance recorder with help of Kepler developers.

· Finish the remaining details of the smart rerun manager.

· Formulate plans for extending smart rerun capabilities to account for external data products.
