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Scientific exploration and discovery typically takes place in two phases: data collection/generation and data analysis.  In the data collection/generation phase large volumes of data are generated by simulation programs running on supercomputers or collected from experiments’ instruments.  This requires efficient parallel data systems that can keep up with the volumes of data generated.  In the data analysis phase, it is necessary to have efficient indexes and effective analysis tools to find and focus on the information that can be extracted from the data, and the knowledge learned from that information.  This requires sophisticated workflow tools, as well as efficient dataflow capabilities to move large volumes of data between the analysis components.  

We have organized the SDM center’s activities based on a three-layer framework, where the components of each layer can use components in the layers below it. The three layers of the framework starting from the bottom are:

· Storage Efficient Access (SEA) techniques, 

· Data Mining and Analysis (DMA) components

· Scientific Process Automation (SPA) tools

The SEA layer is immediately on top of hardware, operating systems, file systems, and mass storage systems.  The SEA layer provides parallel disk access technology (PVFS, ROMIO, MPI-IO), parallel structured data access (parallel NetCDF), and a Storage Resource Manager (SRM) – a software layer to manage multi-file requests from the mass storage system (currently HPSS).  On top of the SEA layer exists the DMA layer, consisting of indexing (bitmap index), data analysis (PCA, ICA), and parallel statistical analysis components (parallel-R, based on R package), as well as a parallel visualization component (parallel VTK).  This layer also provides an integration framework (ASPECT) that allows the analysis components to interact.  The SPA layer which is on top of the DMA layer provides the ability to compose workflows from the components in the DMA layer.  The scientific workflow engine, called Kepler, was developed by enhancing an event modeling tool (called Ptolemey) to support capabilities needed in scientific applications.  These include the ability to wrap any components as Web services, thus allowing for a uniform method to invoke the components as services, including services available over the Web.  It also provides the capability to launch user’s components, and to transfer data between components.

This report consists of the following sections, organized according to the three layers, as follows:

· Storage Efficient Access (SEA) techniques,

· Parallel I/O on Clusters

· Application Interfaces to I/O

· PVFS-SRM Parallel File System Caching and Migration Service
· Data Mining and Analysis (DMA) components

· ASPECT: Adaptable Simulation Product Exploration and Control Tool

· High-dimensional indexing techniques
· Integrated Data Management and Analysis Facility (IDMAF)
· Scientific Process Automation (SPA) tools

· Mediated Query Environment
· Outreach and User Interaction
· Incorporation of Agent / Workflow Technology
The reports by each of the three areas follow.

1.  Storage Efficient Access (SEA)

Participants:  Bill Gropp, Rob Ross, Rajeev Thakur, Rob Latham, and Neill Miller (ANL), Alok Choudhary, Wei-keng Liao, Jianwei Li, and Avery Ching (NWU), Arie Shoshani and Ekow Otoo (LBNL)
The goal of this project is to provide significant improvements in the parallel I/O subsystems used on today's machines while ensuring that the capabilities available now will continue to be available as systems increase in scale and technologies improve.  A two-fold approach of immediate payoff improvements and medium-term infrastructure development is employed.

In the immediate term improvements to existing I/O components, such as the Parallel Virtual File System (PVFS) and the ROMIO MPI-IO implementation, can be used by applications today.  Our work in application I/O interfaces, embodied by our Parallel NetCDF interface, also promises to provide short-term benefits to a number of climate and fusion applications.

At the same time work on PVFS2, the next-generation parallel file system for clusters, addresses the scalability requirements of upcoming parallel machines and the technology improvements in areas such as high performance networking. Our work in combining the Storage Resource Manager (SRM) with MPI-IO, in conjunction with PVFS2, will provide a single solution for the problems of high-performance parallel storage access, integration of file system with tertiary storage, and remote data access.
Task 1.1: Parallel I/O on Clusters

The objective of this work is to improve the state of parallel I/O support on Linux clusters and enable the use of high performance parallel I/O systems by application scientists.  The Parallel Virtual File System (PVFS) and ROMIO MPI-IO implementations, both primarily developed at ANL, are in wide use and provide parallel I/O functionality.  This work builds on these two components by enhancing them and building core infrastructure in order to ensure these capabilities continue to be available as clusters continue to scale.
Progress Report

First, major work has been completed on all three projects (ROMIO, PVFS1, PVFS2).  The ROMIO source tree has over the years seen a great deal of ad-hoc additions of new file system support.  We made a pass over the source tree, removing replicated code and consolidating common functionality.  This had the impact of reducing the code size by approximate 10% without lost in functionality.  The widely anticipated PVFS 1.6.3 release has also occurred. This release encapsulates a number of bug fixes from the development team and other users.  Additionally, many improvements in stability and performance have been made in the PVFS2 system leading to a 1.0 release at SC2004.

 Second, the group has begun to look more closely at how to provide traditional consistency semantics (e.g. POSIX) in a file system without the need for locking systems, which have many drawbacks.  A. Ching at NWU is leading this research effort and is using PVFS2 as a research platform.  The effort is investigating the use of database concepts and versioning as building blocks.  

Third, we are beginning to examine options for supporting data mining capabilities throughout the I/O stack.  One example of this is tailoring the file system to better understand the data it is storing so that it can interpret that data on behalf of the user.  

Finally, we are continuing to spread the word about parallel I/O techniques through invited talks and tutorials [1,2].  
Plans for next quarter

The 1.0 release of PVFS2 at SC2004 will be an important point for the group as it marks the first public, production release of this code.  We expect that this will result in a great deal of interest (and bug reports!).  Following the cleanup of the ROMIO source tree, new support for PanFS, GridFTP, arbitrary direct I/O, and enhancements to the XFS support are all slated to be integrated.  Research into consistency semantics support will continue, with the goal being to find an efficient and scalable mechanism for providing traditional semantics.  We will continue to examine options for support of data mining operations in the file system, starting with simple data types that are easily described first.
Task 1.2: Application Interfaces to I/O

The objective of this work is to improve the observed I/O throughput for applications using parallel I/O by enhancements to or replacements for popular application interfaces to parallel I/O resources.  This task was added in response to a perceived need for improved performance at this layer, in part due to our previous work with the FLASH I/O benchmark.  Because of their popularity in the scientific community we have focused on the NetCDF and HDF5 interfaces, and in particular on a parallel interface to NetCDF files. 

Progress Report

Issues with our test codes in PnetCDF have been worked out, and the most recent release, 0.9.4, is building correctly on a variety of platforms, including the IBM BG/L machine. We have begun to look at a few of the last components of the API, particularly the "flexible" component of the interface that allows the use of MPI types for describing memory regions.  

In addition to the data mining work at the parallel file system layer, we are also investigating what it means to support data mining in PnetCDF.  This will likely include augmented APIs designed to allow users to easily and efficiently perform key operations.
 Plans for next quarter

J. Li at NWU will continue to lead the effort to implement the remaining functionality in PnetCDF, hopefully leading to a 1.0 release in early 2005. He is also leading the data mining support efforts at the PnetCDF layer.  That work will lead to a prototype API for aiding data mining on PnetCDF files. 

Task 1.3:  SRM/MPI-IO Parallel File System Caching and Migration Service

The objective of this work is to combine the parallel I/O capabilities of MPI-IO with the remote access and mass storage management capabilities of the Storage Resource Manager (SRM), allowing applications to access remote and local data and to stage data on local parallel I/O resources.  Functionality is being built to allow caching of files on a local parallel file system (such as PVFS) and migrating data between the cache and a remote tertiary storage system in the context of a MPI application.  For example, this capability would allow for movement of data between HPSS and PVFS. 

Three models of data migration are being investigated: static, partial-dynamic, and dynamic.  These range from explicitly moving data a priori to implicitly staging data at runtime. 

Progress Report

Currently this effort, led by E. Otoo at LBNL, is focusing on the details of hooking the C++/Corba SRM client code to the C-based ROMIO code.  This direct connection is necessary for the best possible performance.

Plans for next quarter

Once these implementation details have been worked out, we will push forward on the implementation of the partial-dynamic approach.  At that point we will have direct access from MPI clients to SRM servers and can move on to the dynamic model of migration.

References

[1] Robert Ross, "The Future of Parallel File Systems in Computational Science," invited talk at 2004 International Workshop on Scalable File Systems and Storage Technologies, in conjunction with PDCS-2004, September, 2004. 

[2] William Gropp, Ewing Lusk, Robert Ross, Rajeev Thakur, "Advanced MPI: I/O and One-Sided Communication," tutorial to be presented at SC2004, November, 2004.

2.  Data Mining and Analysis (DMA)

Task 2.1: ASPECT: Adaptable Simulation Product Exploration and Control Tool (ORNL)

Contact: Nagiza Samatova, ORNL

The following staff people have contributed to the project over this quarter: 
David Bauer, Praveen Chandramohan, Jian Huang, Guru Kora, Nagiza Samatova, Jeff Vetter, Ian Watkins, Srikanth Yoginath
Progress report 

This quarter was marked by new release in the Parallel-R development, our new venture in the augmenting ASPECT with a general remote visualization infrastructure and some major activities pertaining to the IDMAF initiative.

Goals
· Continue our effort on writing technical papers.

· Further progress the Parallel R module with data and task parallelism.

· Develop a general remote visualization infrastructure that is application invariant. In terms of research, such work has never been attempted in the field.
· Hire a postdoc or MS level researcher to execute parallel IO benchmarking, application characterization, and filesystem testing.
· Begin initial studies of parallel IO benchmarking and application characterization on new testbed. 
Accomplishments

Parallel-R
In the last quarter we had released RScaLAPACK and had continued our work in the development of a robust high performance analysis engine for ASPECT. In  this direction we had started the development of task-PR (The task Parallel-R). Through RScaLAPACK we had augmented the data parallel capability to the existing R statistical analysis suite using ScaLAPACK library, with task-PR our goal was to provide the task parallel capability, where a given job is divided into various tasks that are executed in parallel to achieve a reduction in the time involved in the process of analysis.

By mid of this quarter we released "task-PR" package as an add-on library to the R suite (this can be found in the Comprehensive R Archive Network) and an initial independent distribution of Parallel-R having this capability was made available to download from http://www.aspect-sdm.org/Parallel-R. The initial part of this quarter was consumed by the development process and subsequent activities to make it ready for release, like documentation, code commenting, code-clean up, updating web-site etc. 

In the later part of this quarter we ran the test runs on various machines of different architectures at CCS-ORNL, to obtain performance benchmarks of each of these packages. The results are reflected in our technical papers. We completed writing the technical papers on both RScaLAPACK and task-PR. Further, we worked on the development of an integrated Parallel-R analysis package that combines both the capabilities of RScaLAPACK and task-PR. The integrated package is almost complete and its release can be expected in the following quarter.

Yet another initiative taken by us in the Parallel-R domain is the development of Parallel Matrix package, this package provides an easy to use interface to R for performing common matrix operations in parallel. The package uses PBLAS & SCALAPACK routines for parallel computation. Having completed the design phase, the development of this package is underway. The release of this package can also be expected in the next quarter.

ASPECT
During this quarter, the primary focus of ASPECT has been on the development of a new remote, distributed visualization scheme.  This scheme is based on the concept of caching.  The cache was designed and implemented with the idea that it should be general, so that it could handle any data.  The cache has mechanisms that allow one to add their own composer/decomposer to the system. The motivation behind creating the cache was that ASPECT needed a system capable of handling the same large data ASPECT must deal with, but remain high performance.  Current systems for handling large data would not suffice, as they are aimed at super-computers or clusters.  To process the large data successfully, they must run interactively on a large machine.  The ASPECT cache system is distributed and remote, so the back-end must also run on a cluster, but the interactive side is targeted for desktop machines (as is the rest of the  ASPECT client).  The cache accomplishes this through data staging and data reduction.  Only data that is visible, or is determined likely to be visible in the near future is transferred to the client from the back-end.  The current implementation of the cache focuses on view dependent iso-surfaces, but the ASPECT team is preparing to expand the system to include image based rendering and volume rendering.  The infrastructure behind the cache does not need changes to include  these rendering processes, only the addition of some composers and decomposers. In the coming quarters, we will, in conjunction with Dr. Jian Huang and Dr. Jinzhu Gao, write a number of papers on the caching scheme.

A feature that provides statistical summary of any selected data was added to ASPECT. This feature enables the user to quickly gain a sense on the nature of the data by looking at the various statistical measures. Apart from this, a lot of minor improvements in the graphical user interface and the back-end engine was made. A technical paper concerning the ASPECT's ROMIO-PVTK writer was completed and submitted to the conference.

Plans for next quarter

· Work towards the release of Parallel-R package providing both RScaLAPACK and task-PR capability.

· Work towards the release of Parallel Matrix package.

· Continue to improve and test the current software with large-scale timevarying simulations. Prototype remote and distributed visualization for view dependent iso-surfacing. At the same time, we plan to develop a remote visualization using volume rendering on the same infrastructure.
· Interview additional candidates for SDM IO position. 
· Work with CCS to install IO testbed. 
Task 2.3: High-dimensional indexing techniques (LBNL)

Contact: John Wu, LBNL
Contributors: Kurt Stockinger
Progress report

· Grid Collector has achieved another important milestone.  We are now able to process the MuDst files.  A STAR user has successfully extracted 77 special events from a subset of STAR data of about 4.3 million events.  Without Grid Collector, it would take about a week of running time.  With Grid Collector, it completed with 15 minutes.

· We have successfully run Grid Collector on both Brookhaven computer systems and on NERSC computer systems.  This also exercises Storage Resource Manager in new ways.

· Presented Grid Collector at CHEP04.

· Presented compressed bitmap work at VLDB 2004.

· Implemented new algorithms for region growing on regular 3D grids.  Timing results show that the best one scales linearly as the number of line segments increases.  Since it scales lower than the number of cells, it is well suited for large datasets.

· The new region-growing algorithm is being integrated into a visualization package named DEX.  DEX has the design goal of enabling interactive data exploration.  Our software for efficient searching and region growing will be very important to achieving this goal.

· The preliminary version of DEX is ready for a demonstration at upcoming Supercomputing 2004.

· Prepared a poster and a flyer on FastBit for Supercomputing 2004. 

Plans for next quarter

· Add more documentation for Grid Collector, especially a user’s guide.

· Develop a scheme to update automatically the indices as new events are generated from the STAR data production pipeline.

· Prepare to transfer the daily management of Grid Collector to STAR software team.

· Continue the development of DEX.

· Add new binning strategies for FastBit software.

· Support self-join in FastBit.

Task 2.4: Integrated Data Management and Analysis Facility (IDMAF)

Contributors: Jeffrey Vetter (ORNL)
Progress report
IDMAF
IDMAF is an initiative to provide a centralized information repository for all the software developed under SDM. Addressing this concern, appropriate refinements of IDMAF web-site were done. All the software products developed under SEA and DMA (3 packages under SEA and 6 packages under DMA) were evaluated for proper functioning. A report on the observations made as a result of the tests performed on each of these packages was generated. These reports were hosted as password protected files on the IDMAF web-site. Dr. Vetter has also offered SDM IO position to candidate (offer rejected) and priced two separate 10TB IO testbeds for use in testing Lustre and PVFS2 filesystems. 

3. Scientific Process Automation (SPA)
The Internet is becoming the preferred method for disseminating scientific data from a variety of disciplines. This has resulted in information overload on the part of the scientists, who are unable to query all of the relevant sources, even if they knew where to find them, what they contained, how to interact with them, and how to interpret the results. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and use those sources almost exclusively. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information. We are developing an end-to-end solution using leading-edge automatic wrapper generation, mediated query, and agent technology that will allow scientists to interact with more information sources than currently possible. Furthermore, by taking a workflow-based approach to this problem, we allow them to easily adjust the dataflow between the various sources to address their specific research needs. 

Task 3.1: Mediated Query Environment (SDSC)

Participants: Ilkay Altintas, Bertram Ludaescher, Reagan Moore
Working with Kepler participants: Tobin Fricke, Efrat Jaeger, Ashraf Memon, 

Steve Mock, Brandon Smith, Bing Zhu, Yang Zhao 

Progress report
· SPA/Kepler Extensions

· New Timestamp actor that outputs the system time. (Ilkay)

· New Ssh execution actor that implements the Ssh2 protocol and lets user natively connect to a server through secure shell. (Ilkay, Xiaowen)

· New generic JDBC-based DatabaseWriter and DatabaseReader actors that connect to any database and perform read, insert, update, delete and create table functions. The functionality to execute stored procedure will be added. (Yang, Ilkay)

· New ExecutionLog utility: this is a separate workflow component that creates execution logs on the fly. This feature is designed to let the user post/save this log to a variety of grids/databases/files. The infrastructure for the utility has been implemented in August. The structure of the log and different platforms to save it still needs to be designed. (Ilkay, Yang)

· Updated the WebService actor, WSHarvester, and required bug fixes on the existing actors when necessary. (Ilkay)

· Created a WebStart installer for Kepler including the SPA modules. (Ilkay)

· Designed and partially implemented the discussed automatic user documentation feature. The proposed components on this feature include:

· Implemented taglets for category and to do. (Ilkay -- done)

· Build a java application that instantiates a Kepler actor and gives information about its ports and types, etc. (Xiaowen – in progress)

· Extend the standard Java doclet to use the above-mentioned two components and create a meaningful Javadoc that also gives some information about the usage of an actor. (Ilkay – in progress)

· New GridFTP-based put and get actors. (FileStager, FileFetcher – Ilkay)

· New Scp (secure copy) file transfer actor in progress. (Ilkay)

· New Workflows and Scientific Communities: 

· Finished design and implementation of a first draft for a computational chemistry workflow that prepares and transfers input files for a Gamess experiment, submits them for execution on the Grid, retrieves the results back and saves the outputs to a database (Ilkay).
· The implemented web service, data transformation, and browser actors had been used in a variety of workflows including geosciences, ecology and biology workflows. 

Publications and Presentations
· Prepared and presented a tutorial on scientific workflows in the following two summer institutes to groups of domain and computer scientists:

· Introduction to Scientific Workflows and the Kepler System, Bertram  Ludäscher, Ilkay Altintas, Cyberinfrastructure Summer Institute (CSIG), San Diego Supercomputer Center,  August 16-21, 2004. (http://www.sdsc.edu/~ludaesch/Paper/intro-to-swf-ludaescher-altintas.ppt)

· Introduction to Scientific Workflows and the Kepler System, Ilkay Altintas, SDSC Summer Computing Institute, San Diego Supercomputer Center, August 24-28, 2004

· Prepared a user document for the existing actors. (http://cvs.ecoinformatics.org/cvs/cvsweb.cgi/kepler/docs/user/UserManual.doc)

· Hosted the Sisters Link-up Project meeting (http://kbis.sdsc.edu/events/LINK-UP-10-04/)

· Presented the accepted posters (see in report for Q2) at SSDBM 2004 and ICWS 2004.

· Prepared and submitted the following papers:


· Scientific Workflow Management and the Kepler System, B. Ludaescher, I. Altintas, C. Berkley, D. Higgins, E. Jaeger, M. Jones, E. A. Lee, J. Tao, Y. Zhao, submitted for publication.

· Integration of Kepler with ROADNet: Visual Dataflow Design with Real-time Geophysical Data, Fricke, Tobin T. and B. Ludaescher, I. Altintas, K.G. Lindquist, T.S. Hansen, A. Rajasekar, F.L. Vernon, J. Orcutt, AGU Fall Meeting, 13 - 17 December, 2004, San Francisco, CA.

· Integrated Genome Annotation Platform (iGAP):: A Flexible, Modular System for Protein Sequence Annotation, Werner G Krebs, Ilkay Altintas, Mark A Miller, Philip E Bourne, Ilya Shindyalov, Bertram Ludäscher, Supercomputing, November 6-12, 2004, Pittsburg, PA.
· The Computational Chemistry Prototyping Environment, Kim K. Baldridge, Jerry P. Greenberg, Wibke Sudholt, Stephen Mock, Karan Bhatia, Ilkay Altintas, Adam Birnbaum, Celine Amoreira, Yohann Potier, Michela Taufer, IEEE book chapter.
Plans for coming quarter
· Finalize the automatic user documentation framework.

· Demonstrate the existing workflows at SuperComputing2004.

· Common HPC workflow design and execution framework of reusable "HPC workflow patterns and actors"  (to unify LLNL, NCSU, and SDSC HPC workflows). Summarize and publish this in a paper.

· Integrate SOAPLAB services as a suite of actors in Kepler/SPA.

· Develop a new plug-in architecture for executing modules from other systems (e.g., SciRUN, Taverna, Triana) in Kepler (as part of the Link-Up meeting, we learned about the Taverna and Triana plug-ins).

· Attempting to simplify and unify related data transport mechanisms (gridFTP stage and fetch vs. SRB put and get vs. SCP etc)

· Add "WSDL like" descriptions for command line actors (ACD file)

· Design and implement the unfinished parts of the execution log utility.

· Better SRB support (leveraging GEON support)

· Improve the searchable actor library (leveraging SEEK support) 

Task 3.2: Outreach and User Interaction (LLNL)
Participants: Terence Critchlow, Xiaowen Xin 

Progress report

· Worked on significant enhancements to the PIW workflow based on user requests, including a new actor for visualizing multiple interim results in a coherent fashion. 

· Met with Doug Swesty and Eric Myra (SciDAC TSI Center) at Stony Brook to obtain a detailed knowledge of their workflow requirements

· Produced a detailed description of the Swesty / Myra TSI workflow (TSI-1). 

· Implemented an initial version of the data transfer subsection of the TSI-1 workflow that submits a job at NERSC, then transfers the result files from the scratch disks to storage, then from storage to Stony Brook, as the files are generated. This sob-workflow will be used to feed a data analysis workflow that runs at Stony Brook. 

· Attended and coordinated SPA workshop in San Diego. Presented updates on PIW and TSI-1 workflows. Organized discussion on whether or not it makes sense to merge Aspect and SPA efforts. Worked with team to identify how to incorporate SCIRun into SPA infrastructure. 

· Attended SDM Center all hands meeting in Berkeley. Presented current status of PIW and TSI-1 workflows.

Plans for next quarter

· Deploy data transfer workflow at Stony Brook 

· Participate in demo’s at SC’04 that demonstrate this workflow 

· Begin development of data analysis component of TSI-1 workflow. 

· Integrate PIW visualization actor into production workflow 

Task 3.3: Incorporation of Agent / Workflow Technology (NCState)

Participants: Mladen Vouk, Sangeeta Bhagwanani, Zhengang Cheng, Brett Marinello, Jason Kekas Ruben Lobo, Pierre Mouallem, Phoemphun Oothongsap

Progress Report
In accord with the Q2/04 plan, during the last 3 months of this report period, we were working on several fronts: a) dissemination of SDM related information and research via conferences and presentations – this includes work on papers, theses and reports, b) software, service and infrastructure robustification of the SPA setup – server changeover, service fail over arrangements, development of new/replacement services c) in-depth analysis of the GUI aspects of the solution – including assessment of merger with SciRun, d) further development, assessment and collection of case-study workflows suitable for field testing of the SPA product, e) extension of SPA engine to grid and indirect high-intensity flows,. All these activities support two major goals: (i) semi-automatic generation of data-transforms that translate web available information into web-services, and (ii) identification, assessment and implementation of general as well as domain-specific workflow extensions to Ptolomey framework that enable support of complex scientific workflow description and execution. 

This work is expected to continue in Q3-2004, specifically dissemination, service development, GUIs, case-studies, fault-tolerance, and indirect flows with the intent to deliver a new release of SPA workflow libraries, workflows and engine.
Plans for next quarter
Personnel:

· Mladen Vouk (PI, Professor) - project coordination and management, scientific workflow research and guidance

· Sangeeta Bhagwanani (MS candidate) - GUI interfaces, actors, server support, workflow support

· Zhengang Cheng (PhD candidate) - actors, service, SPA engine support, semantic verification and validation, workflow composition

· Bret Marinello (MS candidate) - grid services testbed, large data flows

· Jason Kekas (PhD candidate) - technical support, servers, services, firewall, etc.

· Ruben Lobo (PhD candidate) - software packing

· Pierre Mouallem (MS candidate) workflow fault-tolerance and reliability, services, actors, packaging

· Phoemphun Oothongsap (PhD) - high-intensity network-based data flows

Related theses in preparation

· Sangeeta Ramesh Bhagwanani, (M.S, in progress, topic: Visual Interfaces for Scientific Workflow Engines) – abstract attached

· Zhengang Cheng (Ph.D, in progress, topic: Verification and Validation of Workflow Service Composition) 

· Brent Vincent Marinello (MS, in progress, topic: “Workflows and Grid Services”)

· Phoemphun Oothongsap, (PhD 2004, "Analysis of High-Speed Data Transfer Protocol Algorithms")
· Pierre Mouallem (MS, in progress, topic: “Fault-Tolerance in Scientific Workflows”)
SPA Software and Workflows

We released a new “Bloding” Workflow, and a new version of the SPA software/library

Interface Improvements:

We have completed researching different Scientific Workflow systems and their visual components. A list of improvements to the visual interface for the Ptolemy-based SPA system has been compiled. W e are working towards making the system easier to install, run and use for the end-user.

Services and Actors:

We have completed a set of service actors and services suitable for high-volume bulk transfer of data. We are experimenting with the “Blondin” astrophysics workflows.


[image: image1]
Service Integration:

We have continued to gather data on Grid computing and are hosting several simple OGSA Grid Services on school computers.  We have several Ptolemy actors to demonstrate consumption and workflow construction from these services. We have conducted requirements gathering with the goal of constructing service data registry that will ensure greater service reliability. We have a student team, along with research staff, exploring UDDI-based (and similar broker-based) options in making the services more robust and associated workflows easer to construct.

Facilities:

We have upgrading our servers and operating procedures as part of the SDM service robustification to support CVS and other services, such as BLAST, related to operation of SDM.
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