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Scientific exploration and discovery typically takes place in two phases: data collection/generation and data analysis.  In the data collection/generation phase large volumes of data are generated by simulation programs running on supercomputers or collected from experiments’ instruments.  This requires efficient parallel data systems that can keep up with the volumes of data generated.  In the data analysis phase, it is necessary to have efficient indexes and effective analysis tools to find and focus on the information that can be extracted from the data, and the knowledge learned from that information.  This requires sophisticated workflow tools, as well as efficient dataflow capabilities to move large volumes of data between the analysis components.  

We have organized the SDM center’s activities based on a three-layer framework, where the components of each layer can use components in the layers below it. The three layers of the framework starting from the bottom are:

· Storage Efficient Access (SEA) techniques, 

· Data Mining and Analysis (DMA) components

· Scientific Process Automation (SPA) tools

The SEA layer is immediately on top of hardware, operating systems, file systems, and mass storage systems.  The SEA layer provides parallel disk access technology (PVFS, ROMIO, MPI-IO), parallel structured data access (parallel NetCDF), and a Storage Resource Manager (SRM) – a software layer to manage multi-file requests from the mass storage system (currently HPSS).  On top of the SEA layer exists the DMA layer, consisting of indexing (bitmap index), data analysis (PCA, ICA), and parallel statistical analysis components (parallel-R, based on R package), as well as a parallel visualization component (parallel VTK).  This layer also provides an integration framework (ASPECT) that allows the analysis components to interact.  The SPA layer which is on top of the DMA layer provides the ability to compose workflows from the components in the DMA layer.  The scientific workflow engine, called Kepler, was developed by enhancing an event modeling tool (called Ptolemey) to support capabilities needed in scientific applications.  These include the ability to wrap any components as Web services, thus allowing for a uniform method to invoke the components as services, including services available over the Web.  It also provides the capability to launch user’s components, and to transfer data between components.

This report consists of the following sections, organized according to the three layers, as follows:

· Storage Efficient Access (SEA) techniques,

· Parallel I/O on Clusters

· Application Interfaces to I/O

· PVFS-SRM Parallel File System Caching and Migration Service
· LN/MPI-IO: MPI-IO Interface to Logistical Networks (LNs)
· Data Mining and Analysis (DMA) components

· ASPECT: Adaptable Simulation Product Exploration and Control Tool

· Feature Selection in Scientific Applications
· High-dimensional indexing techniques
· Integrated Data Management and Analysis Facility (IDMAF)
· Scientific Process Automation (SPA) tools

· Mediated Query Environment
· Outreach and User Interaction
· Incorporation of Agent / Workflow Technology
· SCIRun/Kepler integration
The reports by each of the three areas follow.

1.  Storage Efficient Access (SEA)

Participants:  Bill Gropp, Rob Ross, Rajeev Thakur, Rob Latham, and Jonghyun Lee (ANL), Alok Choudhary, Wei-keng Liao, Jianwei Li, and Avery Ching (NWU), Arie Shoshani and Ekow Otoo (LBNL)
The goal of this project is to provide significant improvements in the parallel I/O subsystems used on today's machines while ensuring that the capabilities available now will continue to be available as systems increase in scale and technologies improve.  A two-fold approach of immediate payoff improvements and medium-term infrastructure development is employed.

In the immediate term improvements to existing I/O components, such as the Parallel Virtual File System (PVFS) and the ROMIO MPI-IO implementation, can be used by applications today.  Our work in application I/O interfaces, embodied by our Parallel NetCDF interface, also promises to provide short-term benefits to a number of climate and fusion applications.

At the same time work on PVFS2, the next-generation parallel file system for clusters, addresses the scalability requirements of upcoming parallel machines and the technology improvements in areas such as high performance networking. Our work combining the Storage Resource Manager (SRM) with MPI-IO, in conjunction with PVFS2, will provide a single solution for the problems of high-performance parallel storage access, integration of file system with tertiary storage, and remote data access.  Finally, our work creating a MPI-IO interface for access to logistical networks will provide another option for remote data access.

Task 1.1: Parallel I/O on Clusters

The objective of this work is to improve the state of parallel I/O support on Linux clusters and enable the use of high performance parallel I/O systems by application scientists.  The Second Parallel Virtual File System (PVFS2) and ROMIO MPI-IO implementations,  primarily developed at ANL, are in wide use and provide parallel I/O functionality.  This work builds on these two components by enhancing them and building core infrastructure in order to ensure these capabilities continue to be available as clusters continue to scale.

Progress Report

A major push was made during this quarter to port PVFS2 to the IBM BG/L system.  This was accomplished prior to the BG/L Consortium System Software Workshop in February, and our status was presented at the meeting [1].  The plan is for PVFS2 to be the primary parallel file system on the ANL BG/L machine (1024 nodes).

Another round of changes is in progress on the ROMIO source tree as well.  Support for the PanFS file system (supplied by Panasas) and beta support for GridFTP through MPI-IO (supplied by OSC) have been integrated into the source tree, and we are working out the details of this now.

Finally, we are continuing to spread the word about parallel I/O techniques through invited talks and tutorials [1,2,3].

We chose to drop research into data mining in the file system in order to pursue an MPI-IO interface to logistical networks, discussed below.  This decision was based on perceived application needs.

Plans for next quarter

A new release of ROMIO will include all the aforementioned support plus a small collection of bug fixes.  Following this release we will focus on a new PVFS2 release, fixing numerous small problems identified by users and including our BG/L support.  Our new programmer (replacing Neill Miller) will also start with us in the coming quarter.

Task 1.2: Application Interfaces to I/O

The objective of this work is to improve the observed I/O throughput for applications using parallel I/O by enhancements to or replacements for popular application interfaces to parallel I/O resources.  This task was added in response to a perceived need for improved performance at this layer, in part due to our previous work with the FLASH I/O benchmark.  Because of their popularity in the scientific community we have focused on the NetCDF and HDF5 interfaces, and in particular on a parallel interface to NetCDF files.  Recently we have seen increased interest in the PnetCDF interface from the astrophysics scientists at NCSU (contact: John Blondin).

Progress Report

Remaining functionality has been implemented for PnetCDF, but in the process of porting to the Cray X1 we identified some bugs (present in our 1.0.0-pre1 release) that must now be addressed.  This has stalled release of a 1.0 version.

We are also investigating what it means to support data mining in PnetCDF.  This will likely include augmented APIs designed to allow users to easily and efficiently perform key operations.

 Plans for next quarter

Remaining issues with Cray X1 PnetCDF are being worked out, and we expect a 1.0 release in the following quarter. J. Li continues to lead the data mining support efforts at the PnetCDF layer.  That work will lead to a prototype API for aiding data mining on PnetCDF files.

Task 1.3:  SRM/MPI-IO Parallel File System Caching and Migration Service

The objective of this work is to combine the parallel I/O capabilities of MPI-IO with the remote access and mass storage management capabilities of the Storage Resource Manager (SRM), allowing applications to access remote and local data and to stage data on local parallel I/O resources.  Functionality is being built to allow caching of files on a local parallel file system (such as PVFS) and migrating data between the cache and a remote tertiary storage system in the context of a MPI application.  For example, this capability would allow for movement of data between HPSS and PVFS.

Progress Report

Currently this effort, led by E. Otoo at LBNL, is focusing on completing read functionality and tuning for performance.  Threading of the srm_copy() function is allowing for greater parallelism of data transfer.  Test codes are being developed to further investigate performance.

Plans for next quarter

Testing in the following quarter will help identify any performance bottlenecks in the system.  Following this a paper will be written and submitted to a major conference in order to help advertise this work.

Task 1.4:  LN/MPI-IO: MPI-IO Interface to Logistical Networks (LNs)

The objective of this work is to provide a high-performance MPI-IO interface to logistical networks, a distributed storage infrastructure being developed at UTK.  Many application groups, including astrophysics groups at NCSU and SUNY Stony Brook, are using logistical networks as a mechanism to move data from supercomputing centers to their local clusters for postprocessing.  This interface would enable these groups to write data directly into the logistical network, eliminating one step in their computation.

Progress Report

Currently this effort, led by J. Lee at ANL, is in early development.  J. Lee plans to visit the UTK group to better understand their components and is leveraging his previous experience with ROMIO to design a component to hook to LNs.

Plans for next quarter

Development of LN/MPI-IO will continue in the following quarter.  A beta version of this support will be completed and performance testing will begin.  Currently we expect that local caching of some sort will be necessary in order to facilitate efficient access in the LN environment, because of the latencies involved.  Testing will help identify key issues to address.

References

[1] Robert Ross, “PVFS2 and Parallel I/O on BG/L,” invited talk at 2005 BG/L Consortium System Software Workshop, Salt Lake City, UT, February, 2005.

[2] Robert Latham and Robert Ross, “High-Performance I/O for Scientific Applications,” to be presented at CCGrid 2005, Cardiff, UK, May, 2005.

[3] Robert Latham, William Loewe, Robert Ross, Rajeev Thakur, “Practical Parallel I/O,” submitted to SC2005, Seattle, WA, November, 2005.

2.  Data Mining and Analysis (DMA)

Task 2.1: ASPECT: Adaptable Simulation Product Exploration and Control Tool (ORNL)

Contact: Nagiza Samatova, ORNL

The following staff people have contributed to the project over this quarter: 

David Bauer, Praveen Chandramohan, Jian Huang, Guru Kora, Nagiza Samatova, Ian Watkins, Srikanth Yoginath

Progress report 

One of the major emphasis for the quarter was to further our collaboration with application scientists at various domains. We spent lot of time understanding their data analysis needs and requirements. We were able to strengthen our collaboration with Fusion, GIS and Proteomics (Biochemistry) community at ORNL. We also spent considerable amount of time writing and finishing up a paper that we submitted to SPAA-2005 conference.

GIS: GRASS/ParallelR Integration

Geographical Information Science group at ORNL rely on an application called Geographic Resources Analysis Support System (GRASS) for all their data analysis and visualization needs. GRASS currently uses databases to handle large datasets. We realized that the performance and capabilities of GRASS for large datasets can be greatly improved by integrating GRASS with ParallelR, thus exposing GRASS users to the power of R's statistical capabilities and ParallelR's large scale data analysis routines. Much effort was spent on the integration as seamless as possible.

Proteomics:


Started working closely with Robert L. Hettich and Greg Hurst on quantitative proteomics shotgun data analysis. We spent some time explaining the rich set of data analysis capabilities that ParallelR provides. We have designed and prototypes a data processing pipeline on top of Parallel R. We submitted a paper to the International AMS Conference and were asked to give an invited talk.

Fusion:


We are collaborating with Fusion community at ORNL through George Ostrouchov. Currently we are exploring various ways of effectively utilizing ParallelR on Fusion data.

Publication:


This Quarter we have been also working on papers for RScaLAPACK and task-pR. The RScaLAPACK paper was finalized and submitted to the IPDCP conference. More work needs to be done on task-pR paper and is yet to be completed.

Parallel K-Means:


Some of the Scientist in Climate community rely on K-Means algorithm for their data analysis. We thought adding a parallel K-Means algorithm to R will help them utilize ParallelR more effectively in their day-to-day data analysis work. A parallel K-Means algorithm was implemented and incorporated in to R. This package was deployed at ORNL's SGI Altix system and initial benchmarks were very encouraging.

Generic ParallelR:


We have just started to work on a new ParallelR design that would enable third party MPI routines to be included in to ParallelR framework with minimal effort. This work is underway and is given highest priority now.

Plans for next quarter

· Continue working on the Generic ParallelR design. 

· Work with our collaborator to explore new areas of interest and application of ParallelR.

· Release a new version of RscaLAPACK with updated functionalities.
Task 2.2: Feature Selection in Scientific Applications (LLNL)

Contact: Chandrika Kamath, LLNL

Progress report

Following the work we did on feature selection with scientists at General Atomics, there has been an interest in licensing the software. This includes Sapphire software developed with funding from Scidac and elsewhere. We are following up on this with the LLNL Industrial partnerships program.

We continued our interactions with scientists at PPPL on the analysis of data from NCSX and related simulations. We have identified the problem to be one of classification of the orbits of a Poincare plot. We discussed some early results of our piecewise-polynomial based approach with Neil Pomphrey, Don Monticello, and Scott Klasky at PPPL. They are very enthusiastic about the approach as it can, in some cases, classify some orbits better than humans can do so visually. We have designed, and are implementing, C++ software to provide our approach as a standalone package which can be inserted anywhere in the data analysis pipeline of NCSX experiments and simulations.

We have also done some preliminary work for block matching techniques for motion tracking in data from NSTX. We have just started talking with NSTX physicists at PPPL to understand their analysis needs better.

Plans for Next Quarter

We plan to complete the implementation and testing of the code for the piecewise-polynomial approach for the classification of the Poincare plots and make it available to PPPL. A summer student is scheduled to implement a different approach for the same problem.


We will expand on our work with NSTX data and determine how we can address the needs of the scientists.

Outreach

In the next few months, we will put the process in place to license the relevant parts of Sapphire software to General Atomics.

We will continue our outreach efforts by publicizing our results and drawing attention to the other activities of the SDM center when interacting with new and existing customers.
Task 2.3: High-dimensional indexing techniques (LBNL)

Contact: John Wu, LBNL
Contributors: Kurt Stockinger
Progress report

· Completed the modification of STAR flow analysis software to enable Grid Collector for all flow analysis jobs.

· Grid Collector transferred to new hardware at BNL.

· Wrote up the testing results with STAR flow analysis software for the International Supercomputer Conference.

· Presented Grid Collector work to the ALICE fact finding mission.  This enforces the collaboration with ROOT developers as the main developers are working on ALICE.

· Visited Brookhaven to discuss new features for Grid Collector.  The new features includes a better handle of progress information of multiple clients working on the same set of events, and adding of set-valued attributes for query processing.

· Produced an early prototype code for integrating FastBit and ROOT.  It provide search functionality on indices built and stored outside of ROOT files, need major additional work to build and store ROOT files.

· Submitted a paper on DEX to SSDBM 2005. 

· Met with Ken Joy, a UC Davis professor specializing in visualization, and graduate student to discuss expanding the scope of DEX project.

· An initial website for FastBit is up at <http://sdm.lbl.gov/fastbit>.

Plans for next quarter

· Implement the new features requested by STAR users.

· Develop a scheme to automatically update the indices as new events are generated from the STAR data production pipeline.  Need to move away from ORBacus to an ORB that is under active maintenance to alleviate the concerns from the STAR software team who is going to end up with maintaining the Grid Collector software.

· Continue the collaboration with ROOT developers.

· Continue the development of DEX.

Task 2.4: Integrated Data Management and Analysis Facility (IDMAF)

Contributors: Jeffrey Vetter, Philip Roth, Sadaf Alam, Richard Barrett (ORNL)
Progress report
During the past quarter, ORNL has conducted a preliminary characterization of several important DoE applications: GYRO, POP, CAM, TSI, and AORSA. The initial observations from the survey included the following points. First, the use of parallel I/O across DoE applications varies. Due to concerns over software portability, many codes implement multiple I/O strategies, which include MPI-IO and gathering data on one process to write it serially. Second, our survey revealed that most of the applications exhibit three types of I/O: read input files, write checkpoint files, and write output or visualization files. Third, higher level libraries such as Parallel NetCDF and HDF are sought by applications teams, but they are inconsistently supported across DoE platforms. Finally, the I/O requirements demonstrated by the applications for medium sized problems had widely varying file size distributions: 1MB, 10MB, 100MB, 1GB, and 10GB.

Plans for Next Quarter
For the coming quarter, we plan to tackle the following tasks. First, due to changes in allocations on CCS platforms, we will characterize several new applications that were not part of the initial survey. Second, we will investigate the feasibility of making higher-level libraries, such as parallel netCDF and HDF, available on dominant DoE platforms, and proceed, if prudent. Next, we will begin an evaluation of storage systems on these same platforms using accepted benchmarks. Finally, we will continue to work with applications teams to address parallel I/O capabilities, and deploy new I/O technologies to the teams as the infrastructure becomes available. Also, if time allows, we will begin extending our existing simulation system to include parallel I/O, so that we can predict application performance on large-scale systems.
3. Scientific Process Automation (SPA)
The Internet is becoming the preferred method for disseminating scientific data from a variety of disciplines. This has resulted in information overload on the part of the scientists, who are unable to query all of the relevant sources, even if they knew where to find them, what they contained, how to interact with them, and how to interpret the results. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and use those sources almost exclusively. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information. We are developing an end-to-end solution using leading-edge automatic wrapper generation, mediated query, and agent technology that will allow scientists to interact with more information sources than currently possible. Furthermore, by taking a workflow-based approach to this problem, we allow them to easily adjust the dataflow between the various sources to address their specific research needs. 

Task 3.1: Mediated Query Environment (SDSC)

Participants: Ilkay Altintas, Bertram Ludaescher, Reagan Moore 

Progress report

· New features, improvements, etc. to Kepler/SPA:

· Extended the auto-documentation feature to include formatting of the generated documentation as discussed in the Davis meeting. 

· Improved the existing web service actor to output exceptions from a specific port.

· Generated use-case workflows for each actor. Working on an interface that automatically creates use-cases for new actors.

· The requirements and plans for documentation in Kepler were finalized. The report on this can be reached at: http://kepler-project.org/Wiki.jsp?page=KeplerDocumentationFramework
· Working with Xiaowen Xin (LLNL) on:

· A detailed user manual (due end of spring)

· Test cases for actors and workflows.

·  A workflow loader and improvements in the WebStart installer to allow for modular updates. (Summary sent by X. Xin to Spa-dev)

· New Workflows and Scientific Communities and Outreach: 

· Adoption of various actors, in particular web service, data transformation, and browser actors in a variety of workflows from different communities, including in geosciences, ecology and biology workflows. 

· The computational chemistry workflow that uses SPA actors like command line, ssh by running 3rd party software and visualization tools have been created and demonstrated in Zurich. This demo and supporting documentation on how to execute it have been checked into the Kepler CVS.

· Attended SPA AHM meeting. Initial contacts with DOE scientists Scott Klasky and Jackie Chen. We will explore collaboration opportunities on possible scientific workflows.

Publications and Presentations
· E. Frank, I. Altintas, J. Zhang, B. Ludaescher, D. Pennington, W. Michener, “A Scientific Workflow Approach to Distributed Geospatial Data Processing using Web Services”, 17th SSDBM 2005, Santa Barbara, CA, June, 2005.

· Chad Berkley, Shawn Bowers, Matthew B. Jones, Bertram Ludäscher, Mark Schildhauer, Jing Tao, Incorporating Semantics in Scientific Workflow Authoring, 17th SSDBM 2005, Santa Barbara, CA, June, 2005.

· William Michener, James Beach, Matthew Jones, Bertram Ludaescher, Arcot Rajasekar, Mark Schildhauer, Shawn Bowers, Deana Pennington, Samantha Romanello, Creating and Providing Data Management Services for the Biological and Ecological Sciences: Science Environment for Ecological Knowledge,17th SSDBM 2005, Santa Barbara, CA, June, 2005.

· Shawn Bowers, Bertram Ludäscher, Propagating Semantic Annotations in Scientific Workflows, submitted for publication, 2005

· Shawn Bowers, Bertram Ludäscher, Propagating Semantic Annotations in Scientific Workflows, submitted for publication, 2005

· Shawn Bowers, Bertram Ludäscher, Actor-Oriented Design of Scientific Workflows, submitted for publication, 2005

· Bertram Ludäscher, Ilkay Altintas, Reagan Moore, Scientific Data Management Integrated Software Infrastructure Center (SDM/ISIC), Scientific Process Automation (SPA), Report to the US Department of Energy SciDAC Program, Grant # DE-FC02-01ER25486, August 15, 2003 – March 11, 2005, http://users.sdsc.edu/~ludaesch//Paper/spa-sdsc-ucdavis-2003-2005-report.pdf 

Other

· Graduate course ECS289F-W05: Selected Topics in Scientific Data Management, Bertram Ludaescher, UC Davis, January-March 2005 (includes three Kepler student projects: data-intensive workflows (SRB), sensor streaming workflows, analysis intensive workflows (R package) http://users.sdsc.edu/~ludaesch//ECS289F-W05/ 

Plans for coming quarter
· Integrate SOAPLAB services as a suite of actors in Kepler/SPA. This will be one of the focuses of Ilkay’s LINK-UP project visit to UK and meetings with their Taverna team. (Dates: May 2nd – May 6th, 2005)

· Presentations at the Ptolemy Miniconference, May 12th  in Berkeley.

· Addition of "WSDL like" descriptions for command line actors (ACD file) 

· Design and implementation of the unfinished parts of the execution log utility. (In progress.)

· Implementation of JMol visualization code into Kepler.

· Conversion of Kepler metadata format into a docbook-style automated Kepler documentation.

· Implementation of native support for Nimrod and/or APST as explained in the Kepler design document for large-scale distributed execution. (Design report in progress at: http://kepler-project.org/Wiki.jsp?page=KeplerGrid) 

Task 3.2: Outreach and User Interaction (LLNL)
Participants: Terence Critchlow, Xiaowen Xin 

Progress report

· Wrote a patch to PN to deal correctly with non-deterministic merges.

·  TSI-Swesty released with new features:

· Wrote Retry actor and using it for transfers.

· Wrote a DirectoryCreate actor to create a logging directory.

· Extracted the transfer part to be a separate composite actor.

· PIW Visualization actor rewritten:

· Have scrollbars.

· Can zoom in and out.

· Can drag sequences around.

· Can select all or select marked transcription factor binding sites to be displayed.

· Fixed significant bug in Ptolemy merge actor.

· Wrote junit test cases for the Retry actor.

· Worked on doclets with SDSC.

· Worked with SDSC to document all the actors and classify them.

· Wrote a rough draft of a specification for the Loader with SDSC.

· Wrote a simple loader that just dies if the JVM version isn't new enough and updated build.xml and WebStart to use the Launcher.

Plans for next quarter

· Deploy data transfer workflow at Stony Brook 

· Continue to improve webstart loader

· Fill developer position 

· Begin development of data analysis component of TSI-1 workflow. 

· rkflow. 

Task 3.3: Incorporation of Agent / Workflow Technology (NCState)

Participants: Mladen Vouk, Sangeeta Bhagwanani, Zhengang Cheng, Brett Marinello, Jason Kekas Ruben Lobo, Pierre Mouallem, Phoemphun Oothongsap, Kera Bell

Progress Report
In accord with the Q1/05 plan, during the last 3 months of this reporting period, we were working on several fronts: a) dissemination of SDM related information and research via conferences and presentations – this includes work on papers, theses and reports, as well as documentation of existing SPA codes, b) software, service and infrastructure robustification of the SPA setup –service fault-tolerance and fail over arrangements, development of new/replacement services, c) in-depth analysis of the GUI aspects of the solution, d) further work on the “Blondin” case-study workflows, e) extension of SPA engine to grid and indirect high-intensity flows,. All these activities support two major goals: (i) semi-automatic generation of data-transforms that translate into web-services and pro-active support functions for scientific workflows, and (ii) identification, assessment and implementation of general as well as domain-specific workflow extensions to Ptolemy framework that enable support of complex scientific workflow description and execution. 

We released several new “Blondin” astrophysics workflow versions and a new version of the SPA software/library. Both are available on the web (SPA download site). We are in the process of moving from the test-bed implementation to Cray-based production version of the workflow. We are at the tail-end of the involvement with the bioinformatics workflow studies. We are also in the process of integrating a scientific workflow methodology assessment document based on the studies we have performed in the last few years. We participated and presented in several SDM related meetings.

Plans for next quarter
This work is expected to continue in Q2-2005, in a) dissemination,  b) service development in the form of case-study work (new interactions), and c)  fault-tolerance, indirect flows and security. Intent is to deliver a additions (actors) to SPA workflow libraries, workflows and engine. 

Specific end-user collaboration is with Dr. Blondin (astrophysics workflows). In the near future, we plan to start working with PPPL scientists (Klasky) on another set of high-volume workflows. We are also looking at the security and confidentiality management of workflows.

Personnel:

· Mladen Vouk (PI, Professor) - project coordination and management, scientific workflow research and guidance

· Sangeeta Bhagwanani (MS candidate) - GUI interfaces, actors, server support, workflow support

· Zhengang Cheng (PhD candidate) - actors, service, SPA engine support, semantic verification and validation, workflow composition

· Bret Marinello (MS candidate) - grid services testbed, large data flows

· Jason Kekas (PhD candidate) - technical support, servers, services, firewall, etc.

· Ruben Lobo (PhD candidate) - software packing

· Pierre Mouallem (MS candidate) workflow fault-tolerance and reliability, services, actors, packaging

· Kera Bell (PhD candidate) – workflow security and confidentiality

Relevant Publications (Q1-05)

Case-study workflow understanding

1. Starmer J., A. Stomp, M. Vouk and D. Bitzer, "Predicting Fidelity of Protein Synthesis in E. coli," Proc. IEEE International Workshop on Genomic Signal Processing and Statistics (GENSIPS 2005), May 22 - 24, 2005 , Newport, Rhode Island, to Appear [http://renoir.csc.ncsu.edu/Faculty/Vouk/Papers/Starmer/Starmer_Gensips05.pdf]

2. Ponnala L., T. Barnes, D. Bitzer, M. Vouk and A. Stomp "A signal processing-based model for analyzing programmed frameshifts," Proc. IEEE International Workshop on Genomic Signal Processing and Statistics (GENSIPS 2005), May 22 - 24, 2005 , Newport, Rhode Island, to Appear, [http://renoir.csc.ncsu.edu/Faculty/Vouk/Papers/Ponnala/Ponnala_GENSIPS05.pdf] 

Workflow principles

1. Sangeeta Ramesh Bhagwanani, M.S, 2005, NC State University "An Evaluation of End-User Interfaces of Scientific Workflow Management Systems" [http://renoir.csc.ncsu.edu/Faculty/Vouk/vouk_students.html] [http://www.lib.ncsu.edu/theses/available/etd-01072005-064513/]

2. Pierre Moulaem, M.S, 2005, NC State University "Fault-tolerance and reliability in scientific workflows", in preparation – to be defended in Q2-05.

3. M.A. Vouk, "Software Reliability Engineering," a tutorial presented at the 2005 Annual Reliability and Maintainability Symposium, Washington, DC, January 2005.

4. Zhengang Cheng, “Behavior Model Checking for Service Compostion,” April 2005, Internatl Report.

Software

1. Release of Blonding workflows and documentation [http://www(casc.llnl.gov/sdm/download.php] 

2. Virtual Computing Laboratory [http://vcl.ncsu.edu]

Professional Engagement (Vouk)

IEEE International Workshop on Genomic Signal Processing and Statistics 2005, May 22 - 24, 2005, Newport, Rhode Island, Member of the Technical Committee

International Conference on Information Technology Interfaces (ITI), 2005, Member of the International Program Committee.

ACM SouthEast Conference, 2005, 2006. Member of the program committee.

High Assurance Systems Engineering Symposium, 2005, member of the program committee

International Symposium on Software Reliability Engineering, 2005 member of the program committee, chair of the 2006 event.

Notes on Fault-Tolerance
The emerging technologies of web services, agents and service-oriented workflows will enable scientific projects and experiments to be conducted on a larger scale than ever before. Data used and produced in such projects and experiments become increasingly complex and heterogeneous. Thus the need for a tool (or a set of tools) to efficiently design, manage and maintain problem solving flows (scientific workflows) using various components. The Scientific Data Management (SDM) initiative aims to develop a framework that allows scientists to manage data in collaborative environments, including tools that help them create and manage scientific workflows that use network-based (web) services, agent technologies and semantic mediation techniques. SDM’s current framework is open-source, Java-based, and uses web services and agents. 

One of the vulnerabilities of such service dependent workflows is that they require high availability of network-provided services. Studies show that a typical web-service available today may fail with probably in the range 0.045 to 0.2. Hence, it may be necessary to have redundant services in place to compensate for this. For example, a workflow that has the option of invoking two or three functionally equivalent services (instead of only one) may have failure probability an order of magnitude or more lower. Work being done at NC State investigates models that would improve the reliability and fault tolerance of the scientific workflows by dramatically reducing their failure probability.

For example, the simplest approach is to save the location of an alternative service within the code of the workflow actor (hard coding). This method is a temporary solution at best. A better approach is to store the location of the backup services in an XML file that can be periodically refreshed. The actor then reads that XML file and parses it for the location of the services. This method is more efficient. The most practical method is to publishing (on-line) the list of services that are used by the workflows, say to a UDDI based directory. So instead of directly supplying the location of the services to the workflows, only a keyword is needed, and the workflow searches for the appropriate service and tries to invoke it. When a service is down, it can use either a server-based or client-based fail-over model to try the next service in such a list. This is the approach we are recommending and working on.

Task 3.4: SCIRun/Kepler integration (Utah)

Participants: Steven Parker, Ayla Khan, Oscar Barney

The University of Utah has continued to build on the SCIRun/Ptolemy integration prototype that was demonstrated last quarter.  We now have a SCIRun connected with Kepler with a Kepler workflow driving SCIRun.  The first example is an iteration component in Kepler that loads a series of datasets and executes them in a SCIRun pipeline.  We are currently working to commit this actor into the Kepler repository.  

Numerous challenges have been overcome in incorporating Java support with SCIRun, especially since both are multhreaded.  Most of this issues have been addressed, but a few remaining bugs remain to be tracked down.  We are also pursuing a “remote control” option for SCIRun, where commands are communicated from a Kepler actor controller to a SCIRun server potentially on a different machine.  This will eliminate the Java integration issue, but may not be ideal for all situations.

We are now working on the flow of data between Kepler and SCIRun.  Currently, simple types such as strings are used to communicate data.  Large dataset exploration will require more efficient data handling.

Progress report
· Created an example Kepler workflow that exercises the integration with SCIRun.  (Utah)

· Continued design of Java to SCIRun data bridging mechanisms (Utah)

Plans for next quarter:

· Apply Kepler/SCIRun to one of the SPA workflows.

· Continue to resolve more bugs in the Java VM/SCIRun interface

· Present a poster at the Ptolemy/Kepler miniconference.

