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The Scientific Data Management Center
Recent Research Highlights
· The book on Scientific Data Management was published.  Members of the SDM center edited and contributed chapters to the book entitled “Scientific Data Management: Challenges, Existing Technology, and Deployment” [SR09]. In six out of thirteen chapters, the lead authors are members of the SDM center, and additional members contributed to the content of these chapters. 
· Textbook titled “Practical Graph Mining with R” written entirely by students to be published by Chapman & Hall/CRC Press under the Data Mining and Knowledge Discovery Series, has a final delivery date of January 31, 2011 (http://www.csc.ncsu.edu/news/1071). The lead editor and co-editors of the book are members of the SDM center. Proceeds will go to the NC State Department of Computer Science.
· High productivity in the SDM center, a large number of papers published. During the last year (October 2009 – October 2010) members of the SDM center published 65 papers (see publication list), and organized and presented numerous tutorials, invited talks, or invited sessions.
· SDM center mentoring of high school students led to the 2nd place win at the National Siemens Math & Science Competition.  We have mentored a team of two high school students who developed a data analysis pipeline for front detection and tracking in XGC fusion plasma simulation data generated by the CPES fusion project. The students won the 2nd place at the National Siemens Math & Science Competition and a $50,000 scholarship with their project entitled “Supercomputing Analytical Discovery of Plasma Instabilities in Fusion Energy Reactors.”
· Study on I/O performance at leadership scale validates scaling of SDM I/O software.  In conjunction with the Argonne Leadership Computing Facility (ALCF), the SDM team recently completed a comprehensive study of I/O performance at leadership scales. It uncovers bottlenecks in the system, examines performance of high-level I/O libraries, and highlights the performance characteristics of a set of HPC application I/O kernels. The study validated that SDM software (PnetCDF, ROMIO MPI-IO, and PVFS) performed well at leadership scales.
· Preliminary results show potentials for great improvement of I/O efficiency by taking advantage of multi-core processors.  We recently implemented an opportunistic data compression scheme that can leverage spare cycles on multi-core clients to improve the efficiency of I/O. A flexible storage mapping facilitates storage of this compressed data in multiple files. The observed improvement on a small number of cores ranges from 2 times to 8 times better I/O bandwidth.

· Data aggregation significantly improves the I/O bandwidth of GCRM applications.  The SDM team recently developed a new data aggregation feature in Parallel NetCDF library that greatly leverages the I/O performance for the applications of Global Cloud Resolving Models (GCRM). A 140% improvement over the currently best I/O method was observed.
· A new tool for automatic discovery of front detection developed.  We created an analytical methodology for automatic discovery of turbulent patterns, namely front detection and tracking, both in space and time, in the electrical potential fluctuation by plasma turbulence data from the XGC fusion simulations.  The tool uses Automatic Parallelization of Data-Parallel Statistical Computing Codes.

· Orders of magnitude (100000 fold) speedup achieved for All Pairs Similarity Search (APSS). The scalable algorithm was developed with specialized indices and heuristic optimization over data sets with millions of records in high dimensional spaces.  We developed an open source library of algorithms for fast, incremental, and scalable all pairs similarity searches. 

· A huge (1000 fold) speedup achieved with specialized FastBit structures for Gyrokinetic Fusion region identification.  We developed a specialized bitmap index FastBit structure by directly utilizing the mesh structure of Gyrokinetic Transport Code (GTC) for simulating the magnetically confined fusion plasma.  Consequently, we were able to improve the speed of identifying regions of interest by nearly 1000-fold.

· Deeper insights into fusion data achieved. The initial analysis by the SDM center of coherent structures in Gyrokinetic Simulation of Energetic Particle (GSEP) SciDAC center’s fluid data is providing previously unexplored insights into the statistics of the structures in the ion heat flux variable.  It discovered that there are some small structures with negative ion heat flux that need further investigation to determine if they are due to noise or physics.

· The FIESTA framework applied to a new code for real-time code monitoring.  We deployed an initial version of the Pixie workflow to fusion scientists at ORNL. This workflow ties the results of the Pixie code runs into the ORNL Dashboard through the VisIT command line interface, making the results quickly available to scientists.
· New “portable” dashboard developed.  The SDM center dashboard tool has been found to be extremely useful to scientists in viewing the results of simulation.  Consequently, based on user’s requests, a “portable” version has been developed, so it can be applied in any user facility.  An initial version of the portable dashboard has been released, which allows scientists to download and interact with (parts of) their data sets while in a disconnected environment, such as on a plane during flight.
·  “Resource-aware” workflow provenance recorder released.  We have issued a new release of the provenance recorder which is sensitive to application resource requirements. This new version has local data stores and is aware of potential competition for resources, including CPU and the network, and responds by slowing down its collection speeds. Thus, it is able to work effectively with larger and more computationally intensive workflows.
· The Adaptable I/O system (ADIOS) has been released for public use.  As a result, several application teams, including the Chombo and S3D teams, are now using ADIOS within their code frameworks.  Several applications are now using ADIOS for in-situ code coupling and analysis tasks.  

· Simplified generic workflow components, patterns and templates were developed. Advances in the understanding of end-users needs allowed us to develop generic actors, patterns and templates (i.e. workflow components and processes) which can be automatically generated and applied to a broad category of scientific problems; this includes release of generic actors, as well as of a prototype of a template-based workflow generation wizard.
· New provenance collection and analysis tools developed.  We developed a flexible provenance collection and analysis infrastructure relevant to a DOE workflow environment. We also assisted in transfer of that technology to a broader community.
· New workflow reliability and fault tolerance tools were developed in Kepler. Development of workflow reliability and fault tolerance included development of a new model, and of the specifications and pilot versions of Kepler-based alternative actor for recovery from issues.


























































































































































































































































































