VACET-SDM mini-workshop

Tasks 
----- 
- Examine Visit HDF5 reader, FastBit API in detail 
- Integrate FastBit into HDF5 reader in VisIt 
- Work with relevant HDF5 data, check performance
- Longer term issues having to do w/ using FastBit and VisIt for a range of different file formats 


Immediate action items 
---------------------- 
- Prabhat to work with John Wu + Hank Childs on existing API, 
- Prabhat to work on some actual customer data, build an HDF5 reader. 
- Background work to understand relationship between XGC and GTC 
- Determine GTC analysis/subsetting needs 


Meeting summary 
--------------- 

Introduction to Visit (Hank Childs) 
   - Overview of VisIt, parallel architecture, contract-based pipelines 
   - Threshold operators 
   - Existing work by Sean Ahern on integrating tree-based indexing w/ VisIt 

Feedback from Scott Klasky 
 - XGC data should be considered as a scenario for this work 
   - 5D data, 1000s of 250M runs 
   - features of interest 
     - particles that turn around 
     - perturbation and turbulence 
     - scattering and dispersal of particles, faster saturation 
 - 1 time slice written at a time, indices need to be built incrementally 
     - issues for queries across timesteps 

 - Future datasets will have 250B particles, double precision, 16TB/timestep 
     - vis challenges for large #particles that match query 
     - selectively output the 'right' particles, bin data 
     
 - 2D graphs are useful, typically too much information in 3D plots 
   - multi-dimensional histograms and variants might be useful 
   - circular co-ordinates might be a complementary approach to parallel co-ordinates 




API 
- pNetCDF (Rob Ross) 
  - Would be valuable to incorporate indexing 
  - will not change the netcdf file format 
  - looking forward to results from HDF5 integration and follow it up w/ pNetCDF 
  - Existing analysis tools should not break w/ appended data (indices) but there could be backward compatability problems if tools do not know how to ignore indices 


Performance Expectations (John Wu) 
- buildIndices is fast, no need for sorting data as compared to tree-based approaches. 
- Large datasets can be handled by working in chunks 
- system tested upto 2.5B entries and works well 
- s/w supports multi-threading, hardened over use for a few years, 
- instances of use by independent research groups 


