Ultravis Mini-Workshop

Date: Thursday morning, 11/29/07, 9:00-12:30

Title: Interactive Volume Rendering on Petascale Systems (with Ultravis Institute)

Lead: Rob Ross

Task: Discuss next steps in enabling interactive volume rendering on petascale systems, focusing on data organization and parallel I/O. Perform detailed walk-through of I/O path on BlueGene/P system, discussing how best to schedule I/O and how best to partition data in the system. Gain an understanding of how multi-resolution data might change the approach.

Ultravis Attendees: Hongfeng Yu, Tom Peterka

SDM essential attendees: Rob Ross, Rob Latham

Goal: Discuss the ways leadership computing facilities might best fit into the visual analysis process, focusing on volume rendering efforts being performed on BG/P at ANL as part of the Ultravis Institute.

Among others, Claudio Silva, Steve Parker, Hank Childs, and Milo Polte significantly contributed to the discussion.

During the first half of the workshop we had an open discussion on issues in visualization for ultrascale applications. We started with a high-level discussion of the amount of data accessed by applications, the lifetime of data on systems, and questions related to re-analyzing data for the purpose of optimizing the analysis process.

Next we discussed tools for enabling visualization at the desktop, allowing unstructured access. HPC systems could be an important component in this type of system by “priming the cache” for interactive visualization – creating an initial set of views as a starting point.

We discussed image-based interpolation methods in relation to the challenge of performing interactive visualization of very large datasets. The consensus in the group was that so far there haven’t been (to our knowledge) successes in this space for these types of datasets, and that time-varying data would further complicate the approach. Low-resolution rendering techniques were suggested as an alternative approach.

Our discussion of ways to enable or improve interactive visualization led us to discuss asynchronous I/O next. A point was made that asynchronous I/O is most effective when large computation blocks are present. Algorithms that avoid I/O by operating out-of-core and perform early ray termination etc. that avoid additional I/O won’t benefit as much from asynchronous I/O and are likely to be more efficient at analyzing very large datasets. A final note was that guaranteeing rates from the I/O system becomes more important when interactivity comes into play.

The topic of I/O having been truly breached, we next discussed how the Google Mapreduce model might fit into scientific visualization. Mapreduce is a method for pushing computation out to the storage system, and attendees noted that there are some possibilities here. Multi-resolution downsampling was one possibility that was noted. We discussed some of the challenges in data alignment and semantics that might make it difficult to trivially parallelize these operations, but this seemed possible. This discussion also relates to the active storage work being performed at PNNL.

We switched gears at this point and discussed various display technologies, from the “Bertha” high-pixel-count displays to display walls. The group reported mixed results from these technologies, indicating various levels of adoption at different sites. It did seem that the ability of the display to operate “like the user’s desktop” was an important factor. Related to this we discussed the limits of the eye and that in fact many of these displays are used for quick panning as much as showing a single area in great detail.

During the second half of the workshop, we discussed some specific projects. The first of these was a discussion of I/O in Visit. There is a mode where collective communication is present in their model, but this doesn’t make it down to the readers, meaning that all Visit readers operate independently at this time. NEK readers for Visit are one possible project. The NEK code is a GNEP code written by Paul Fisher of ANL. The Visit readers already understand the NEK data layout, so improvements to the NEK readers would only require understanding and modifying only a small set of functions. Hank Childs and David Bremer would be contacts.

Before we start modifying Visit readers, it was determined that we should make another pass over the MPI-IO routines on the BG/P to ensure that read aggregation is being performed and to consider integrating the NWU collective I/O code into the distribution.

Finally we wrapped up with some discussion of in situ visualization. Discussion covered different methods for integration of in situ into applications, including pipelining and co-processing. It was mentioned that the Visit team has a component, libvisit, that may be used to perform some operations in the context of the running application. Challenges in this space include memory usage, data partitioning and the need to access application data structures.

