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Motivation

 Shared-space programming abstraction over hybrid staging 
‒ Simple API for coordination, interaction and messaging
‒ Provides a global-view programming abstraction
‒ Distributed, associative, in-deep-memory object store 
‒ Online data indexing, flexible querying

 Exposed as a persistent service
 Autonomic cross-layer runtime management 
 High-throughput/low-latency asynchronous data transport

Overview of DataSpaces

Performance 

DataSpaces provides the abstraction of virtual semantically specialized shared
space that can be associatively and asynchronously accessed by the different
simulations and services that are part of the in situ workflow. The services can use
the space to coordinate their execution and to share data.

DataSpaces has a layered architecture, which includes a communication layer on
top of the underlying network, an overlay layer, an object storage layer, a service
layer, and the programming abstraction layer.

Emerging high-end computing systems are enabling data-intensive
coupled simulation workflows involving many interacting services. A
challenge is enabling the efficient and scalable execution of these in-situ
workflows, and managing the orchestration and data exchange required.

DataSpaces average put and get query time. X-axis shows the number of writer 
processes/reader processes in the testing workflow. Y-axis shows the query time.

• Strong scaling performance on Titan Cray XK7 at ORNL
• 1.16TB/s write throughput and 0.2TB/s read throughput
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Particle data read: reduced by ~98% compared to file-based  (left);
Turbulence data read time reduced by ~99% compared to file-based (right).

Execution sequence and data flow for the XGC1-XGCa coupled fusion simulation 
workflow using an in-memory hybrid staging service provided by DataSpaces.

Architecture and Features

Introduction
• DataSpaces is a programming system designed to support in-situ

workflows on current and emerging high-end systems. It efficiently
and scalably enables dynamic online interaction, coordination and
data exchange patterns between coupled applications and services.

Application 2: EPSI Coupled Fusion Workflow

Summary
DataSpaces: 
• Enables large scale in-situ coupled simulation workflows in 

different domains
• Provides in-memory hybrid staging as a persistent service
• Enables efficient data sharing and coordination with low 

overhead at very large scales 

Workflow Overview:
• Plasma fusion simulation workflow coupling XGC1 and XGCa
• One-way data exchange - particle data (large size & single 

iteration) and turbulence data (small size & multiple iterations)
• DataSpaces uses node-local shared memory segments as part 

of an in-memory hybrid data staging service

Impact of using DataSpaces : 
• Enables tightly coupled simulations at very large scales 
• Results in significant performance improvement over traditional 

file-based approaches 
• Enables persistent data staging across application instances

Overview of the in-situ/in-transit data analysis framework enabled by DataSpaces.
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