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ABSTRACT
Machine Learning (ML) methods have been widely used in Intru-
sion Detection Systems (IDS). In particular, many botnet detection
methods are based on ML. However, due to the fast-evolving nature
of network security threats, it is necessary to frequently retrain
the ML tools with up-to-date data, especially because data labeling
takes a long time and requires a lot of effort, making it difficult
to generate training data. We propose transfer learning as a more
effective approach for botnet detection, as it can learn from well
curated source data and transfer the knowledge to a target problem
domain not seen before. We devise an approach that is effective
regardless whether or not the data from the target domain is labeled.
More specifically, we train a neural network with the Recurrrent
Variation Autoencoder (RVAE) structure on the source data, and use
RVAE to compute anomaly scores for data records from the target
domain. In an evaluation of this transfer learning framework, we
use CTU-13 dataset as a source domain and a fresh set of network
monitoring data as a target domain. Tests show that the proposed
transfer learning method is able to detect botnets better than semi-
supervised learning method that was trained on the target domain
data. The area under Receiver Operating Characteristic is 0.810 for
transfer learning, and 0.779 for directly using RVAE on the target
domain data.
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• Security and privacy→ Intrusion detection systems; •Com-
puting methodologies → Machine learning; Unsupervised
learning; Anomaly detection; Transfer learning; Neural net-
works.
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1 INTRODUCTION
Botnet, whose controllers hijack other devices and command a
variety of cyberattacks, has become one of the most important
threats to cyber security. Botnet spreads malware and ransomware
by conducting distributed denial-of-service attacks (DDos), click-
fraud, spamming and crypto-mining. Furthermore, the malicious
software for infecting a machine and operating botnets has evolved
to evade detection, resulting in various attack strategies for each
botnet. Mainly, the protocols used by botnet as communication
channels are different: Internet Relay Chat (IRC), peer-to-peer (P2P)
and HTTP [35]. In addition, the means of distributing malware are
also different from botnet to botnet. For example, a botnet of Neris
relies on IRC protocols for sending spam emails or conducting click-
fraud and port scanning [12]. A botnet named Virut uses HTTP
protocols and has attack vectors for DDos attack and spamming.
Given the severity of botnets, it is essentially required to identify
such different classes of botnets to secure the cyberspace.

There have been a body of studies introduced various methodolo-
gies for botnet detection [1, 7, 13, 34], often classified into two types:
signature-based and anomaly-based. A signature-based method de-
tects malicious connections by referencing a set of rules (also known
as “signatures”). Although this approach requires a relatively small
amount of computation, it is significantly restricted to detect well-
known botnets only [25, 34]. On the other hand, anomaly-based
techniques identify botnets by detecting unusual system behaviors,
such as high network latency and high volumes of traffic [34]. As a
tool for anomaly detection, machine learning (ML) methods have
been applied for characterizing botnet behaviors [5, 26, 29, 32, 35].

Anomaly detection based on supervised learning has shown
promising results with a high degree of accuracy for detecting bot-
nets [11, 21, 26], but one complication is that supervised learning
assumes the provision of data labels to classify, which are often
unavailable in practice. Indeed, anomalies in network traffic are
difficult to obtain in terms of scarcity of occurrence and difficulty in
classification; thus, supervised anomaly detection methods cannot
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be easily adapted for botnet detection in a real world. Another line
of anomaly detection based on ML, such as autoencoders (AEs) [10],
Variational Autoencoder (VAEs) [3, 19, 20] and one-class support
vector machines (OSVMs) [20], relies on semi-supervised learn-
ing that constructs a learning model only using normal profiles,
which is much straightforward to collect. However, the detection
performance is generally much lower than supervised learning
techniques.

Another possible solution to address the shortage of labels would
be the use of transfer learning, which utilizes labeled data available
in another domain (“source domain”) for the domain of interest
(“target domain”). Even in the situation where there is insufficient
labeled data in the target domain, transfer learning allows us to
construct a learning model without the expensive data-labeling ef-
fort via knowledge transfer [22]. With this benefit, several transfer
anomaly detection methods have been proposed in [4, 9, 14, 33].
However, the previous studies focused on text classification, speech
recognition, and image classification. Few studies cope with ap-
plying transfer learning for botnet detection [2, 6, 15, 17, 27, 30].
However, these previous methods tend to depending on naive tech-
niques, such as calculating similarity or heuristic methods, where
it is hard to expect reliable performance [2, 15]. Furthermore, some
of them require both normal and anomalous instances for source
and target domains, which limits its utilization [15, 27].

In this paper, we propose a novel botnet detection method that
can be performed on cases with no anomalies in the target domain.
Moreover, we propose a training method that does not need to be
marked as normal/abnormal in the target domain. In particular,
we use Recurrent Variational Autoencoder (RVAE) model to obtain
anomaly scores for instances from both source and target domains.
By applying transfer learning framework to botnet detection, we
suggest a practical methodology that is vulnerable to be utilized
without efforts in labeling network traffic data.

We have two main contributions in this paper:
• We present a transfer learning framework for botnet detec-
tion that is capable to construct a learning model without
the need of the label information for the associated data in
the target domain.

• We verify that the presented detection approach can detect
potential botnets in the new network monitoring data set
as the target domain with the knowledge transferred from
the popular data set of CTU-13 as the source domain. The
experimental results show that the presented method detects
suspicious botnet connections effectively.

2 PRELIMINARY
2.1 Transfer Learning
Transfer learning is one of machine learning techniques which are
utilized in the situation where we have a classification or regression
tasks in one domain of interest, but we only have sufficient labeled
data in different domains, where the latter data may follow a differ-
ent data distribution [22]. The transfer learning can be divided into
three categories according to source/target domains label existence
and the types of tasks.

Inductive transfer learning represents the casewhere the source/target
domains are the same, but the tasks of source/target domains are

different. On the other hand, transductive transfer learning indicates
the case where the source/target domains are different but related,
and the tasks of target/source domain are the same. In this case,
while usually source domain labels are available, target domain
labels are unavailable. Unsupervised transfer learning is that not
only the domains of source/target domain but also the tasks of
source/target domain are different.

2.2 Recurrent Variational Autoencoder
RVAE is the structure of combining seq2seq with VAE, whose en-
coder and decoder consist of auto-regressive model. As it utilizes
RNN structure to generate outputs, it takes into account not only
current inputs but also its neighborhood while generating. For prior
distribution, it uses Gaussian distribution like VAE. The last hidden
state is used as mean and variance of multivariate Gaussian in the
latent space. The latent variable is used as the initial hidden state
of the decoder. The more detailed discussion of Recurrent VAE can
be referred in [8] and [24].

We use the RVAE structure to obtain anomaly scores for instances
of source and target domain. As RVAE is trained with normal sam-
ples, the reconstruction errors of normal instances are expected
to be lower than the reconstruction errors of anomalous instances.
The more detailed discussion of Recurrent VAE can be referred
in [8] and [24]. The details of the method to use RVAE as botnet
detector are described in [16].

3 RELATEDWORKS
Network IDS methods has been widely studied [1, 7, 13, 23, 25, 34].
In [1], the authors design a botnet decision engine which deter-
mines any divergence or statistical deviations, which are based
on normal network behaviors, over network traffic data. However,
the method cannot help failing to detect evolving botnets because
it cannot detect new botnets. Above all, Zeek is one of the most
popular Network Intrusion Detection System (IDS), which is a
monitoring system for detecting network intruders in real-time by
passively monitoring a network link over which the intruder’s traf-
fic transits [23]. Zeek analyzes PCAP file by utilizing libpcap,the
packet-capture library. The system is divided into event engine,
which reduces a stream of packets to a stream of higher-level net-
work events, and Policy Script Interpreter, which logs real-time
notifications and records data to disk. However, Zeek is not the IDS
built for detecting botnet. Thus, the function of the software is not
sufficient to be used as a botnet detection system.

The variousMLmethods aim to provide generalized botnet detec-
tion systems which are robust on previously unseen botnet [10, 19–
21, 26, 28, 32]. Varialtional Autoencoder (VAE) and Autoencoder
(AE) based methods have been proposed as semi-supervised learn-
ing technique for botnet detection [10, 16, 19, 20]. Recurrent Neu-
ral Network (RNN) based methods as supervised learning frame-
work are utilized so as to consider periodicity of network traffic
data [16, 21, 28, 31]. Moreover, other supervised learning anomaly
detection methods such as Random Forest and Neural Network
have been introduced in [11, 21, 32]. Although these methods pro-
vide impressive improvement on botnet detection, they usually
require fully labeled dataset which is hard to obtain due to lack of
labeled data on changing network traffic.



Some studies suggestedmaking use of transfer learning on botnet
detection [2, 6, 15, 17, 27, 30]. However, in [2], the method depends
on naive techniques such as calculating similarity between each
instance in the source and the target domain, which requires high
computation cost. In [15], the authors use clustering technique and
naive rule methods and only focus on the botnet using Command
and Control channel. These methods are limited in that they cannot
provide end-to-end learning manner while the proposed method
can. Furthermore, contrary to transfer learning studies in other area
which use Deep Neural Networks structure [4, 9, 14], the studies
on botnet detection utilize relatively simple methods.

A few methods use Neural Networks in transfer learning [6,
27, 30]. The authors treat network traffic features as an image
in [6, 30]. By bringing pre-trained Convolutional Neural Network
(CNN) model which is suitable for image data, the authors do trans-
fer learning to adapt network traffic data [6, 30]. Even though this
approach is effective, the manners are quite different from the pro-
posed method in that they use pre-trained parameters on image
dataset. In [27], the authors propose transfer learning framework
using Deep Neural Network(DNN), but this approach requires la-
beled dataset for both source and target domains contrary to the
proposed method not requiring labeled dataset for a target domain.
Moreover, the dataset that is used as source domains and target
domains were generated on the same environment in [27].

4 PROPOSED MODEL
We propose a novel transfer botnet detection system which uses
RVAE as an anomaly detector trained via transfer learning. From
the anomaly detector, we can obtain anomaly scores given each
instance which consists of reconstruction error from RVAE. As the
anomaly detector is trained via transfer learning framework, each
minibatch sample from a source domain and from a target domain
is used for training, respectively and sequentially.

4.1 Anomaly Detection Method
The anomaly detector, RVAE, is given pre-processed flow-based
features. These flow-based features are input in the order of time
because the RNNmodel is sensitive to the order of the inputs. In the
botnet detection system, the encoder is expected to be trained in a
way of distilling the common characteristics within the sequential
data into latent variable 𝑧. After that, the decoder reconstructs
sequential inputs utilizing 𝑧. In the end, by comparing input with
reconstructed input, we can obtain reconstruction errors and we
use it as anomaly scores.

We train the model with only normal instances, and in evaluation
phase, we calculate reconstruction errors using both normal and
anomalous instances. As we only use normal samples for training,
we expect that the reconstruction errors of anomalous samples are
larger than that of the normal samples. For the anomaly detector,
we collect each reconstruction loss in validation phase, then esti-
mate distribution that represents collected reconstruction errors
from normal and anomalous instances, respectively. In the testing
phase, we get two likelihoods for each instance from normal and
anomalous distributions. Ultimately, the network traffic flow data
can be labeled by comparing the two values. The more detailed
description of the botnet detection method can be referred in [16].

4.2 The Process of Transfer Learning
We follow the procedure of transfer anomaly detection method
proposed in [17], but in order to adapt it to the characteristics
of network traffic data, which are hard to obtain labeled data, we
further develop the method which is able to be trained without label
information on the target domain. Namely, we consider two cases
of training data on botnet detection:labeled dataset on the target
domain (𝑤𝑖𝑡ℎ_𝑙𝑎𝑏𝑒𝑙) and unlabeled dataset on the target domain
(𝑤𝑖𝑡ℎ𝑜𝑢𝑡_𝑙𝑎𝑏𝑒𝑙 ).

In the both methods, normal and anomalous instances in a source
domain are used for training RVAE at first. After calculating the gra-
dients with a minibatch of samples of source domain and updating
the parameters of the decoder and the encoder, we use a minibatch
of samples of target domain for training. Then, we calculate and
update the gradients in the same manner. The overall procedure of
our proposed system is shown in Algorithm 1.

𝑋+
𝑠 is a set of anomalous instances in a source domain (𝑥+𝑠 ∈ 𝑋+

𝑠 ).
𝑋−
𝑠 is a set of normal instances in a source domain (𝑥−𝑠 ∈ 𝑋−

𝑠 ).𝑋+
𝑡 is

a set of anomalous instances in a target domain (𝑥+𝑡 ∈ 𝑋+
𝑡 ). 𝑋

−
𝑡 is a

set of normal instances in a target domain (𝑥−𝑡 ∈ 𝑋−
𝑡 ). All elements

belonged to those sets 𝑥 ∈ 𝑅𝐷 ; and 𝐷 is the number of features of
network flow data. 𝜃 indicates parameters of the encoder of RVAE
and 𝐹 represents the encoder. Moreover, 𝜙 represents parameters
of the decoder of RVAE and 𝐺 represents the decoder. 𝑥𝑛 is 𝑛th
reconstructed sequential input in the decoder of RVAE. 𝑧 is the
latent variable. 𝑁 +

𝑠 , 𝑁−
𝑠 is the number of instances of anomalous

and normal on the source domain.
We use the objective function of the source domain in [17]:

𝑠𝜙,𝜃 (𝑥 |𝑧) =
𝑁∑
𝑛=1

(1 − 𝑥𝑛)𝑙𝑜𝑔(1 − 𝑥𝑛) + 𝑥𝑛𝑙𝑜𝑔𝑥𝑛 (1)

𝐿𝑠 (𝜃, 𝜙 |𝑧) =
1
𝑁−
𝑠

𝑁 −
𝑠∑

𝑛=1
𝑠𝜙,𝜃 (𝑥−𝑠 |𝑧)

− 𝜆

𝑁−
𝑠 𝑁

+
𝑠

𝑁 −
𝑠 ,𝑁

+
𝑠∑

𝑛,𝑚=1
𝑓 (𝑠𝜙,𝜃 (𝑥+𝑠 |𝑧) − 𝑠𝜙,𝜃 (𝑥−𝑠 |𝑧))

(2)

L𝑠 (𝜙, 𝜃 ) = E𝑞𝜙 (𝑧 |𝑥) [𝐿𝑠 (𝜃, 𝜙 |𝑧)] + 𝛽𝐷𝐾𝐿 (𝑞𝜙 (𝑧 |𝑋−
𝑠 ) |𝑝 (𝑧)) (3)

We did not use latent domain vectors suggested in [17] as there
is only one domain for each source and target domain. Instead, we
utilized VAE contrary to AE suggested in [17]. Thus, 𝑧 represents
latent variable in the proposed method.

The proposed method can be categorized into two depending on
whether labeled dataset on the target domain is necessary or not.
The overall process is identical, but transfer learning with unlabeled
data set on the target domain is different from the method with
the method using labeled data set on the target domain regarding
that it uses entire instances in the target domain for training. While
instances in the target domain are classified as normal and abnormal
in with_label method, we do not distinguish between the normal
instances and the anomalous instances in without_label method.
Therefore, there is a slight difference in the objective function of the
target domain of the two methods. On the contrary, the objective



functions for the source domain in both methods are identical as
Equation 3.

4.2.1 using labeled data set in a target domain. In this case, we use
only normal instances for training likewise other semi-supervised
learningmethods [10, 16, 20]. The difference from the semi-supervised
learning is that we utilize transferred knowledge from the source
domain to classify instances of the target domain. Therefore, we
can expect better results than semi-supervised learning methods.
The objective function for the target domain in with_label method
is formulated as in [17]:

L𝑡 (𝜙, 𝜃 ) = E𝑞𝜙 (𝑧 |𝑥)


1
𝑁−
𝑡

𝑁 −
𝑡∑

𝑛=1
𝑠𝜙,𝜃 (𝑥−𝑡 |𝑧)

 + 𝛽𝐷𝐾𝐿 (𝑞𝜙 (𝑧 |𝑋−
𝑡 ) |𝑝 (𝑧))

(4)
The overall process of the method is shown in Algorithm 1. As you
can see in Algorithm 1, we first utilize instances on the source do-
main. For training the model on the source domain, both abnormal
and normal samples are required to get loss function in Equation 2.
After updating the parameters of the model with the source domain
dataset, we sample minibatch of the normal instances in the target
domain, and then update the parameters. We iterate the process
until all instances are utilized for training. However, the use of the
method is limited in that the method requires only normal instances
in the target domain. Namely, in order to obtain normal instances,
we require the labeled data set for the target domain.

4.2.2 using unlabeled data set in a target domain. In thismethod, we
assume the situation where there is no labeled data set on the target
domain. That means we do not knowwhat are normal instances and
what are abnormal instances. To deal with such case, we use a entire
instance of the dataset in the target domain during only for the first
several epochs (𝐸). From the very next sequence after 𝐸 epochs,
we collect instances which show lower reconstruction errors in
each minibatch. We infer the instances with lower reconstruction
errors have a higher probability to be normal because the number
of normal samples is much higher than the number of anomaly. In
order to give weight to the estimated normal instances, we use the
instances more than once in the following minibatch training. In
detail, we sort the instances by the size of reconstruction errors
every minibatch. We then select instances of the bottom 𝑟% of
reconstruction errors in minibatch as the estimated normal sample
and add the bottom 𝑟% of instances to the following minibatch
training samples. By utilizing the selecting samples method, we
can train the anomaly detector effectively with unlabeled dataset
on the target domain.

𝑀𝑡 is the number of the increased samples due to selection, and
varies depending on the ratio (𝑟 ).𝑤𝑥𝑡 is weights on each instance
now that instances with lower reconstruction errors are used more
than once. The objective function for target domain inwithout_label
method is formulated:

L𝑡 (𝜙, 𝜃 ) = E𝑞𝜙 (𝑧 |𝑥)

[
𝑤𝑥𝑡

𝑀𝑡

𝑀𝑡∑
𝑛=1

𝑠𝜙,𝜃 (𝑥𝑡 |𝑧)
]
+ 𝛽𝐷𝐾𝐿 (𝑞𝜙 (𝑧 |𝑋𝑡 ) |𝑝 (𝑧))

(5)

Algorithm1:The Procedure of Training Transfer Anomaly
Detection𝑤𝑖𝑡ℎ_𝑙𝑎𝑏𝑒𝑙 Method
Input: instances of source domain 𝑥

−,+
𝑠 ∈ 𝑋

−,+
𝑠 and

instances of target domain 𝑥−𝑡 ∈ 𝑋−
𝑡

Output: 𝐺𝜃 , 𝐹𝜙
Procedure

for the number of epochs do
Sample minibatches from 𝑋+

𝑠 , 𝑋−
𝑠 and 𝑋−

𝑡

(𝐵𝑥−𝑠 ⊂ 𝑋−
𝑠 , 𝐵𝑥+𝑠 ⊂ 𝑋+

𝑠 , 𝐵𝑥−𝑡 ⊂ 𝑋−
𝑡 )

for
𝐵𝑎𝑥−𝑠

, 𝐵𝑐𝑥−𝑠
, 𝐵𝑒𝑥−𝑡

, (𝑎 = 1, ..., 𝐴, 𝑐 = 1, ...,𝐶, 𝑒 = 1, ..., 𝐸)
do

forall 𝑥−𝑠 ∈ 𝐵𝑎𝑥−𝑠
do

𝑥−𝑠 = 𝐺𝜃 (𝐹𝜙 (𝑥−𝑠 ))
forall 𝑥+𝑠 ∈ 𝐵𝑐𝑥−𝑠

do
𝑥+𝑠 = 𝐺𝜃 (𝐹𝜙 (𝑥+𝑠 ))

end
Update the Encoder and the Decoder by
descending its stochastic gradient:
▽𝜃,𝜙 (𝐿𝑠 (𝜙, 𝜃 ))

end
forall 𝑥−𝑡 ∈ 𝐵𝑒𝑥−𝑡

do
𝑥−𝑡 = 𝐺𝜃 (𝐹𝜙 (𝑥−𝑡 ))

end
Update the Encoder and the Decoder by
descending its stochastic gradient:
▽𝜃,𝜙 (𝐿𝑡 (𝜙, 𝜃 ))

end
end

end

5 EXPERIMENTS
We demonstrate the effectiveness of the proposedmethod using two
network traffic datasets. The network log of two datasets are col-
lected by Zeek which is a monitoring system for detecting network
intruders in real-time [23].

We use the 5 different evaluation metrics to validate our perfor-
mance; Area Under the Receiver Operating Characteristics (AU-
ROC), True Positive rate (TPR), False Positive Rate (FPR), True
Negative Rate (TNR) and False Negative Rate (FNR). We save the
model showing the best value of AUROC in validation set to avoid
over-fitting. We use the mean of outputs each metric on the five
identical experiments. The source code is written with the PyTorch1
library.

5.1 Evaluation Datasets
The existing studies on transfer learning usually use the same
dataset for target domains and a source domain [2, 6, 15, 17, 27,
30]. However, as our objective of the paper is detecting suspicious
botnet connections on the new network monitoring dataset (target
domain), we cannot help using target domain which is different
from source domain since the data on the target domain cannot

1https://pytorch.org



be labeled. We use CTU-13 dataset as source domain which is
widely used in the latest studies for botnet detection [3, 10–12, 19–
21, 31]. CTU-13 dataset is labeled network traffic data. A botnet
scenario is a particular infection of the virtual machines using a
specific malware. Thirteen of these scenarios were created, and
each of them was designed to be representative of some malware
behavior [12]. In this paper, we only focus on botnet called Neris,
which is used in scenario 1,2 and 9 in CTU-13 dataset, as in many
existing studies [19, 21, 28]. Neris uses IRC protocols and sends
SPAM. Also, it conducts port scanning and click fraud. We use
whole data instances rather than separating 𝑁𝑜𝑟𝑚𝑎𝑙 labels from
𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 labels. The scenario 1,2 and 9 were collected for three
days.

On the other hand, we use a network monitoring data set from
a large research institute as a target domain dataset (called dataset
K). The dataset is collected using a Zeek server connected at the
network border. The Zeek server is installed all-in-one and used a
default policy. We use the data collected for one day among seven
days to balance the size of the target domain data with source do-
main data. The networkmonitoring data is not labeled. Even though
every studies which use CTU-13 dataset utilize Netflow type of
data which is provided in [12], we utilize data from Zeek software as
dataset K is obtained from Zeek as well. In our experimental setting,
the source domains and the target domain are different but related
as we utilize two dataset generated on different environment. To
sum up, we utilize CTU-13 Zeek dataset as a source domain, which
labels are available, and use dataset K as a target domain, which
labels are unavailable.

5.2 Labeling method
CTU-13 Zeek data has no label contrary to the original Netflow
data. The dataset K has no labels neither. Therefore, new labeling
method for the purpose of evaluating the model is necessary. We
found labeling method that can provide the same strategy which
can be applied to both CTU-13 and dataset K. Zeek’s event en-
gine record weird activity that can indicate malformed connections,
malfunctioning or misconfigured hardware, or an attacker attempt-
ing to avoid/confuse a sensor. Also, Zeek provides specified type
indication the reason why the connections provoke weird flags.
Those suspicious connection are logged in weird.log in the sys-
tem. However, we find that weird.log which is made by Zeek has
no correlation with Botnet label in CTU-13 Netflow dataset. Many
of the connections logged in weird.log might be made by miscon-
figured hardware or malformed connections, not made by Botnet.
Moreover, most connections that are made by botnet in Netflow
are not detected as "weird" activity in Zeek.

Nevertheless, we find that Neris accounts for 84% of connections
with the indication of irc_line_too_short in weird.log among data
from 13 scenarios. In addition, Neris accounts for 82% of connections
with the indication of irc_invalid_line among data from 13 scenarios.
We infer that most connections with the weird.log indication of
irc_line_too_short and irc_invalid_line are given by Neris.

Therefore, we decide to use the indication information from
weird.log,and label the host IP address with irc_line_too_short
and irc_invalid_line as malicious. With the collected host IP ad-
dresses which are malicious, we can use network log features from

Figure 1: T-SNE plot over the source and the target domains

conn.log composed of source and destination IP addresses and
ports, time, protocol, duration, number of packets, number of bytes,
state, and service. As both CTU-13 Zeek dataset and dataset K are
made by Zeek, the labeling method can be applied commonly to
two different datasets.

5.3 Data Preprocessing
We follow the suggested data pre-processing method in [16]. We
increase the number of features, as we add to use missed bytes
and include more types of service such as mysql, imap and ftp. We
also process the data to use the aggregated flows statistics as many
existing studies [3, 10, 19–21, 31]. As a result, we obtain total 48
features that is larger than the number of features in [16].

5.4 Comparison Methods
We evaluated two variants of the proposed method: with_label and
without_label. The more detailed description of the experimental
setup of the proposed method such as hyperparameters can be
referred in [16]. We compare those two suggested methods with
RVAEwhich is a semi-supervised anomaly detectionmethod in [16],
which use only normal instances in the target domain for training.

6 RESULTS AND DISCUSSION
First, we plot t-SNE [18] of each instance of two datasets to justify to
use transfer learning. To use transfer learning, two domains should
be related and share common characteristics. We reduce dimension
of features of data from 48 to 2 in order to visualize its distribution.
The source domain dataset and the target domain dataset are not
generated in the same environment. The source dataset, CTU-13
is made for the purpose of research for botnet detection in the
environment where attacks of botnet are controlled. On the other
hand, the target domain dataset K is networkmonitoring data which
is collected using a Zeek server connected to the switch between
the Internet and the local network. Therefore, the two distributions
cannot be completely overlapping, as you can see in Fig. 1. However,
because both data share common characteristics generated from
Zeek, the two distributions are not completely separated. As a result,
transfer learning, especially the application of transductive transfer
learning, can show the improved performance over semi-supervised
learning.
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Figure 2: AUROC plot of one experiment over the target domain

Table 1: Average of each metric over the target domain
(dataset K), 𝑟𝑠 is 0.1 in the𝑤𝑖𝑡ℎ𝑜𝑢𝑡_𝑙𝑎𝑏𝑒𝑙 method

Model TNR TPR FNR FPR AUROC
RVAE 0.685 0.811 0.189 0.309 0.779

𝑤𝑖𝑡ℎ_𝑙𝑎𝑏𝑒𝑙 0.652 0.915 0.084 0.371 0.810
𝑤𝑖𝑡ℎ𝑜𝑢𝑡_𝑙𝑎𝑏𝑒𝑙 0.634 0.850 0.150 0.365 0.764

Second, we validate the proposed method by comparing with
semi-supervised learning which uses RVAE method. We find that
our proposedmethod𝑤𝑖𝑡ℎ_𝑙𝑎𝑏𝑒𝑙 outperformRVAE, semi-supervised
learning by large margins, as you can see in Table. 1 and Fig. 2. TPR,
which is also called detection rate, of 𝑤𝑖𝑡ℎ_𝑙𝑎𝑏𝑒𝑙 method is 0.915
while TPR of RVAE method is 0.811 in Table. 1. Even we obtain
higher detection rate with𝑤𝑖𝑡ℎ𝑜𝑢𝑡_𝑙𝑎𝑏𝑒𝑙 method (0.850). Further-
more, the proposed method (𝑤𝑖𝑡ℎ_𝑙𝑎𝑏𝑒𝑙 ) show higher AUROC than
the baseline as well. This output indicates that the effectiveness of
using transfer learning as we use the same RVAE model and set the
same hyper-parameters for training. Moreover, even𝑤𝑖𝑡ℎ𝑜𝑢𝑡_𝑙𝑎𝑏𝑒𝑙
method which does not use label information on the target domain
shows higher performance than RVAE on TPR and FNR metrics.
Overall, these results demonstrate that the proposed method detects
suspicious botnet better on the target domain as using transferred
knowledge which is obtained on the related domain (source) can
provide useful information for the target domain lack of training
data.

7 CONCLUSION
We propose transfer learning framework as an effective botnet
detection strategy. Transfer learning can learn on older data with
labels and then apply the learning on new data records without label.
This ability of working with unlabeled data is particularly useful
for network security applications because security issues such as
botnets continue to evolve. In our tests, we train neural network
on labeled data from CTU-13 and apply the network for anomaly
detection on a fresh set of network monitoring data. Tests show that
transfer learning could reliably identify anomalies. The accuracy
as measured by area under the curve for transfer learning is higher
than a sophisticated semi-supervised learning basedmethod trained
on the target data set (0.810 vs 0.779).

For future studies, we plan to study some improvements in the
proposed method. First, we propose an empirical manner of using
transfer anomaly detection method without labels on a target do-
main. Future research will be required to propose more systematic
method beyond empirical ways to improve𝑤𝑖𝑡ℎ𝑜𝑢𝑡_𝑙𝑎𝑏𝑒𝑙 method.
In addition, it is potential to improve performance of the anomaly
detector in FPR measure as it show weak performance relatively.
Moreover, the RVAE architecture can be replaced with other ML
methods to improve its anomaly detection performance.
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