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ABSTRACT

Large high-performance computers (HPC) are expensive tools responsible for supporting thousands of scientific applications. However, it is not easy to determine the best set of configurations for workloads to best utilize the storage and I/O systems. Users typically use the default configurations provided by the system administrators, which typically results in poor performance. In an effort to identify application characteristics more important to I/O performance, we applied several machine learning techniques to characterize these applications. To identify the features that are most relevant to the I/O performance, we evaluate a number of different feature selection methods, e.g., Mutual information regression and F regression, and develop a novel feature selection method based on Min-max mutual information. These feature selection methods allow us to sift through a large set of the real-world workloads collected from NERSC’s Cori supercomputer system, and identify the most important features. We employ a number of different clustering algorithms, including KMeans, Gaussian Mixture Model (GMM) and Ward linkage, and measure the cluster quality with Davies Boulder Index (DBI), Silhouette and a new Combined Score developed for this work. The cluster evaluation result shows that the test dataset could be best divided into three clusters, where cluster 1 contains mostly small jobs with operations on standard I/O units, cluster 2 consists of middle size parallel jobs dominated by read operations, and cluster 3 include large parallel jobs with heavy write operations. The cluster characteristics suggest that using parallel I/O library MPI IO and a large number of parallel cores are important to achieve high I/O throughput.

CCS CONCEPTS

- Information systems → Clustering and classification;  
  Computing methodologies → Feature selection;  
  Machine learning;  
  Classification and regression trees.
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1 INTRODUCTION

High performance computing (HPC) systems are widely used for applications that consume or produce massive amounts of data. As the number and diversity of HPC applications grow rapidly, I/O demands vary according to applications. In order to ease the problem, the users are provided with several tunable parameters, such as the number of compute nodes, the number of storage nodes, and file system striping settings. By configuring these parameters, users can utilize HPC system efficiently and optimize I/O performance with their applications. However, as most of the users are not familiar with these tunable parameters, they use default configurations the system provides. Since there is only one default configuration in...
each system, some of the HPC applications do not meet the I/O demands and often obtain low performance without knowing a proper reason. Hence, it is necessary for system administrators to simplify the use of system configurations, providing appropriate system environment for different workloads. In order to understand different I/O demands of HPC applications, it is necessary to be characterized with a metric. Commonly used metrics to categorize I/O behaviors in HPC applications include duration of job execution, number of CPUs used, and memory usage [18]. Further, I/O throughput, number of IOPS, the I/O library used, and metadata operations, etc. can classify I/O workloads in detail. However it is challenging to figure out which of these metrics to use and on what criteria to classify applications with. As applications run in increasingly complicated process, trivial metrics may not capture characteristics of applications well [11]. Moreover, it is difficult to set certain criteria for each of the metrics and to manually cluster the workloads according to them.

In this paper, we use an empirical approach to cluster HPC workloads, based on their I/O behaviors. HPC workload dataset is collected from 4-month real-world application logs run on Cori system, Cray X40 supercomputer used in NERSC. Since hundreds of applications run on the supercomputer every day, it is indispensable to use machine learning methods to get meaningful information from big data and cluster them. Therefore, after proper pre-processing step is done on the dataset, several feature selection methods are used to reduce dimensions of big data. Selected features from feature selection algorithms can best represent the dataset, and can be used in next phase, the clustering methods. DBI, Silhouette and Combined Score cluster validity metrics are used to evaluate the impact selected features have on clustering results. Accordingly, the results that can best represent the dataset and the best clustering method are selected. Thereafter, clustering result of each cluster methods are characterized by determining features having significant values on each of the clusters. From our result, we can categorize the HPC workloads into three clusters, each having cluster characteristics of small size read requests, large size I/O operations and large number of total requests including metadata operations. The system administrators can get a hint from our clustering result when suggesting users the proper system configuration setting. The overall diagram of our work is depicted in Figure 1, including preprocessing, clustering and characterization steps.

In summary, our contributions on this paper can be described as follows:

- We design and implement new feature selection method, Min-max mutual information, in order to get meaningful information from real HPC workload data.
- We combine multiple cluster performance evaluation metrics into new metric, Combined Score, for better understanding of the cluster results.
- The improved feature selection method and cluster quality score allow us to identify meaningful clusters from the large set of application logs. For examples, one cluster contains mostly small parallel jobs using standard I/O units for input and output operations, which achieve very low I/O throughput. The larger parallel jobs are clearly separated into other groups with distinctive characteristics.

The rest of the paper is organized as follows. The related work is surveyed in Section 2 and Section 3 introduces background of our work. Section 4 how we apply preprocessing steps to our data. Section 5 explores several feature selection methods we used and results of each of them are discussed. Section 6 presents clustering methods and the cluster validity metrics we use. The clustering performance is evaluated in Section 7 and the best clustering result is characterized and analyzed in Section 8. Finally, we conclude the paper in Section 9.

2 RELATED WORKS

Analysis and categorization of HPC workload is a broadly studied topic in the literature [5, 16]. Researches related to our work are in three major categories: clustering and characterization of data logs, error detection and analysis, and job scheduling based on past data categorization.

A way to analyze workload logs is to categorize dataset with feature selection and clustering. Mishra et al. [19], classify Google Cloud task with following features: usage of CPU, memory, disk, and network. With total 18 classes, tasks are fit according to their quantitative characteristics. Even though our work mainly focus on deploying I/O-related features from HPC workloads, we can easily change our target into CPU or memory related ones using performance and debugging tools other than Darshan, the HPC I/O characterization tool. Rodrigo et al. [21], characterize NERSC Torque logs from 2010 to 2014, by various size, time, and diversity. K-means clustering is utilized to discover minimum number of dominant clusters in an HPC workload. Terai et al. [17], analyze K computer workload data and classify them with k-means and DBSCAN. The classification is focused on diagnosis of certain clusters with poor performance metrics. Betke and Kunkel [3], identify and cluster applications with similar I/O characteristics. Different from others, monitoring data is partitioned into smaller windows for better I/O clustering. However, most of the mentioned work specifically choose a cluster number and does not check for validity of clusters which is crucial for choosing the number of clusters. In contrast, our work carefully choose the number of clusters with credible metrics.

Another way to make use of HPC workload logs is to detect and analyze errors and anomalies [9]. Fronza et al. [7], utilize weighted SVM to classify log files, either fail or non-fail. With various features such as application complexity and number of sequences, they manage to separate failed applications and predict them for energy efficiency. Tuncer et al. [25], present a framework to automatically
diagnose previously encountered performance anomalies in HPC systems. Using NAS Parallel Benchmarks, feature selection are done with random forest and ST-Lan [14]. Also, the experiments are evaluated with five different classification methods.

As demand for I/O intensive workloads increases, researches on efficient job scheduling with analyzing past data through machine learning [15]. Cunha et al. [4], suggest HPC users decide where to run jobs in HPC hybrid cloud environments. The decision relies on queue waiting time and execution time of the jobs, which are predicted using traces from past job scheduling data. For the feature selection, root mean squared error is used to choose the optimal number of features. Rodrigues et al. [22], aim to help HPC users predict their memory requirements with four different machine learning algorithms. From the results, there is no single method that produces the best predictions. Different from our study, their proposed tool leverages the predictions of all methods and select the most promising ones at a given situation.

3 BACKGROUND

Supercomputer Cori system, a Cray X40, has been delivered since 2017 at National Energy Research Scientific Computing Center (NERSC) [1]. Cori is comprised of 2,388 Intel Xeon Haswell processor nodes and 9,688 Intel Xeon Phi Knights Landing nodes. In addition, Cori also has 1.8TB Cray Data Warp Burst Buffer with a performance of 1.7TB/s, which user can use by specifying APIs. All the nodes are connected with Cray Aries high-speed inter-node network and Dragon fly topology. For efficiently handling parallel I/O, Cori uses Lustre scratch file system as its disk-based storage system. Lustre file system consists of 248 OSSs including 41 HDDs and 248 OSTs, providing total 27TB of storage with peak performance of 744GB/s. When HPC users submit their job using Slurm workload manager, they can specify the amount of resources used to run their applications. For example, they can specify the number of processors or storage nodes and whether to use Burst Buffer while running their jobs.

We focus on applying empirical approach to machine learning for clustering HPC applications. So we use the raw data consists of real-world user data log run from October 2017 to January 2018 on Cori system. Specifically, Darshan I/O profiling tool is used to capture I/O behaviors of each of the 4-month jobs submitted and run on HPC environment. Darshan module, as a lightweight I/O characterization tool, can capture different I/O-related data from I/O stack from the beginning of the execution to the application shutdown time. Moreover, Darshan interacts with Slurm workload manager and Lustre monitoring tool to extract job information and I/O specific data on parallel file system. All the collected data from Darshan is merged at the time when the submitted job ends. Darshan log is created per each job running on the system and can be transformed into a file using the darshan-parser utility. In order to make dataset out of tens of thousands Darshan log text files to be used as machine learning training data, we use the approach developed by Kim et al. [13]. This approach implements a parser to extract meaningful information from Darshan text file. Figure 2 shows some of the features extracted from the parser. The approach from Kim et al. calculates writeRateTotal as total I/O size from POSIX, MPIIO and STDIO operations, divided by the largest I/O time of all process. In this paper, we use total 78 features obtained from the Darshan parser.

4 DATA PREPROCESSING

Since using raw data to future processing steps can result in irrelevant results and low accuracy, data preprocessing is required in machine learning process. There are five steps in our preprocessing phase. First, the target variable is set to I/O throughput, which is writeRateTotal in our feature set. The target is chosen because our goal is to categorize HPC applications based on their I/O behaviors. The applications with less I/O operations can not precisely capture the relationship between the features extracted from Darshan module and I/O throughput. So, in order to minimize the impact the unnecessary data has on machine learning algorithms, we only use the dataset having more than 1GB I/O. Second, the data having negative values are all set to zero since they are the error values in darshan log. Third, we eliminate features with zero variance as they always have a constant value. Fourth, the features having highly correlated value with other features are eliminated using pandas library. We set the correlation value threshold to 0.8. For instance, if feature A and B have correlation value of 0.9, feature B is eliminated from the feature set. This step is included to reduce redundancy among the feature selection results. Since the eliminated features are chosen from the library, some of the representative features may not be included in the characterization result in Section 8. Finally, all the feature data is normalized to range from 0 to 1. In this way, features can have same scale and weight when calculated by feature selection methods.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>writeRateTotal</td>
<td>Total write throughput</td>
</tr>
<tr>
<td>numProc</td>
<td>Number of processors used</td>
</tr>
<tr>
<td>numOST</td>
<td>Number of OSTs used</td>
</tr>
<tr>
<td>stripeSize</td>
<td>Lustre stripe size</td>
</tr>
<tr>
<td>totalIORReq</td>
<td>Total number of read/write operations</td>
</tr>
<tr>
<td>totalMetaReq</td>
<td>Total number of open/seek/stat operations</td>
</tr>
<tr>
<td>seqWritePct</td>
<td>Percentage of sequential I/O operations</td>
</tr>
<tr>
<td>totalFile</td>
<td>Total bytes read and written</td>
</tr>
<tr>
<td>readMore1m</td>
<td>Read operations with size more than 1M</td>
</tr>
<tr>
<td>moreThan4GBWrite</td>
<td>Number of OSTs with more than 4G write I/O</td>
</tr>
</tbody>
</table>

Figure 2: Features extracted from Darshan Profiler

Figure 3: Top 20 mostly executed programs
5 FEATURE SELECTION FOR DIMENSION REDUCTION

In order to understand the complex dataset and reduce computing power, selecting features that can best represent the data is necessary. We use five different feature selection methods to select features highly related to our target value. Each feature selection methods selects features with different algorithms, and has different impact on clustering models.

5.1 Feature selection Methods

5.1.1 Mutual Information Regression. Univariate feature selection runs statistical tests to find features having high relationship with target value. There are several statistical tests that can be applied to univariate method. Mutual information regression, one of the regression model in univariate feature selection, captures dependency between two features [26]. Specifically, Mutual information represents the relevance, redundancy and complementarity between the two variables. If the feature is highly related to the target and less redundant to the rest of the features, it scores high on Mutual information regression.

5.1.2 F Regression. The other statistical model that can be used in univariate feature selection is F regression. F regression method first calculates the correlation between each features and target. Then the calculated value is converted to F value, which is F regression score in our case, on the F distribution. F value can be calculated by the variance of the group means divided by the mean of the within group variances. In other words, the larger the f value, the more discriminative the feature value is. However, since F regression only considers linear dependency between the feature and target value, the result is less significant than Mutual information regression result, which not only capture linear dependency but also the dependency among the features.

5.1.3 Decision Tree. Decision tree algorithm can be used as one of the regression models in feature selection. Starting from the total dataset, Decision tree regressor splits the data by choosing a random variable. The quality of a split is measured by several rules including Mean Squared Error (MSE) and Mean Absolute Error (MAE). Since we are using MSE for split criterion, the average of MSE of each subsets is calculated for each chosen random variable. Then Decision tree regressor splits the data in a way that results in smallest MSE. The process is repeated for maximum depth of the tree or until the leaf node of the tree contains certain number of data [23][10]. In our case, the maximum depth of the tree is set to 10. The decision tree score is computed by total reduced node impurity by result, which is also known as Gini importance.

5.1.4 Extra tree. Extra tree, which refers to extremely randomized trees, is an ensemble model relying on independent decisions of the trees. Extra tree increases more randomness than Decision tree by splitting the randomly selected features. From the selected features by each trees in Extra tree model, the best split is chosen by split criterion, in this case, MSE. We use 100 trees to select random subset of features. The extra tree score is the feature importance computed as normalized total reduction of criterion, which is the same as decision tree score.

5.1.5 Min-max mutual information. We also implement new feature selection method for our dataset. This new feature selection method selects features that can best represent the data in a different way from commonly used feature selection methods. We call this new method as Min-max mutual information. In this approach, features are selected in a way that selected features are less correlated to each other. To do so, we use data without applying one of the preprocessing steps: removing features having more than 0.8 correlation value with other features. From the dataset including all the features, the first feature which has highest correlation value with writeRateTotal is selected. After that, the second feature is selected from ten least correlated features with the first feature, having highest correlation value with the target among them. This process is repeated for the rest of the features.

5.2 Analysis of Feature Selection results

Figure 4 shows the top 7 scored features from the feature selection methods. Note that since Min-max mutual information is done with differently preprocessed dataset, selected features may not be included in other results. Of all the feature selection methods other than Mutual information regression, totalFileSTUDIO scores the highest, which means totalFileSTUDIO has the highest correlation value with target variable writeRateTotal. Since totalFileSTUDIO is highly redundant to other features, it scores low on the Mutual information regression. The selected features and their scores are similar in Decision tree and Extra tree methods as they both get their results by recursively splitting the data. numProc is a reasonable feature since the number of processors to run the job is highly related to parallelism, having direct impact on I/O throughput. seqWritePct
is also a meaningful feature as sequential I/O operations improve performance by accessing storage devices sequentially.

We deploy Min-max mutual information method because of the dataset characteristic, which is that all the features are considerably correlated to target feature. Because of this attribute, the other four methods tend to select features which are highly correlated to each other. By using Min-max mutual information, we can select feature set with features less related to each other and also having strong relationships with target variable. However, it is still necessary to evaluate the feature selection results of all five methods. After the clustering results using Min-max mutual information are evaluated, we evaluate on all five feature selection methods to verify which feature set is actually the best for our dataset. The performance evaluation of clustering and feature selection methods will be discussed in the section 7.2.

6 APPLICATION OF CLUSTERING MODEL

By using the selected target-relevant features, clustering HPC applications can be done with less computation time and power. Also, reduced dimensionality can prevent overfitting clustering model. We evaluate three clustering models in this paper: KMeans from centroid-based methods, GMM from model-based clustering, and Ward linkage, one of the hierarchical clustering models. Clustering models run based on five different feature set results from feature selection methods, with the number of clusters ranges from 3 to 20. Total 15 clustering results are evaluated and discussed in Section 6.

6.1 Clustering Methods

6.1.1 KMeans Clustering. KMeans clustering algorithm repeatedly calculates distance and dissimilarity between two data to form cluster. Its main goal is to make dataset in same cluster to have highest inner similarity [8]. As KMeans algorithm is one of the centroid-based methods, it iteratively updates clusters based on centroids, which can be defined as means. This algorithm is simple, but has weakness in handling outliers, since mean value is highly sensitive to extreme values.

6.1.2 Gaussian Mixture Model. Model-based clustering makes an assumption that dataset comes from mixture of two or more underlying distributions. The Gaussian Mixture Model (GMM) is one of the probabilistic models used in model-based clustering [2][20]. GMM considers each data as mixture of multiple Gaussian distributions and automatically tries to find out which distributions the data originates from.

6.1.3 Ward Linkage Clustering. Ward linkage method is classified as agglomerative hierarchical clustering. Through the bottom-up approach, clusters each having single data value are iteratively merged together until the number of clusters reaches the specified value [6]. Similarity between two clusters is calculated by increase of Error Sum of Squares (ESS). If the calculated ESS is smallest among other values, two clusters are merged together since they have closest distance.

6.2 Cluster Validity Metrics

Good clustering tries to maximize the inter-cluster variance and minimize the inner-cluster variance. This can be rated by clustering validity index. In this paper, we evaluate the performance of clustering techniques using two validity metrics. First, Davies-Bouldin index (DBI) metric determines how well the clustering is done using the ratio between distribution within the cluster and distinctness among the clusters. The DBI score is decided by average of each cluster and other cluster’s similarity and it ranges from 0 to 1. So if the DBI score is low, it means each cluster size is small and distance between the clusters is large, indicating better clustering. Second metric is Silhouette, which calculates Silhouette Coefficient (SC) for every data. SC is high when the inter-cluster distance is short and nearest-cluster distance is long. Since Silhouette score is mean SC of all the data, the higher the score means the better the cluster quality. Silhouette score ranges from -1 to 1.

Commonly, there is trade-off between compactness and distinctness when evaluating cluster performance. DBI and Silhouette can measure both compactness and distinctness of clusters [12], but comparing the result of both metrics can be difficult process. In order to reduce difficulty in comparing two metrics, we also use additional validity index, Combined Score, which combines two metrics together [24]. Combined Score can be defined as follows:

\[
\text{CombinedScore}(x) = \begin{cases} \frac{\text{Silhouette}(x)}{\text{DBI}(x)}, & \text{if } \text{DBI}(x) \neq 0 \\ \text{undefined}, & \text{otherwise} \end{cases}
\]

Since Combined Score is the result of Silhouette score divided by DBI score, the higher Combined Score means the better the clustering result is. Combined Score may not fully combine two metrics because it does not consider the different impacts two metrics have on Combined Score. However it is worth to compare two metrics and Combined Score together for better understanding of the clustering performance.

7 PERFORMANCE EVALUATION

To evaluate cluster performance, we calculate the Silhouette and DBI clustering validity scores from total 15 clustering results, which are the combinations of five feature selection methods and three clustering methods. On each combination, we change the number of clusters ranging from 3 to 20. The evaluation of the performance of clustering results is processed in two steps.

First, in order to find out the best clustering method, we compare the three clustering result from KMeans, GMM, and Ward linkage, which use the feature set of Min-max mutual information. After the best clustering method is chosen, we verify whether Min-max mutual information is actually the best feature selection method by comparing the performance score of five feature selection methods.

7.1 Selecting Best Clustering Method

Using the features from Min-max mutual information, we have to figure out the best clustering method among KMeans, GMM and Ward Linkage. Figure 5 shows the DBI, Silhouette and Combined Score of three different clustering methods. Higher Silhouette and Combined Score and lower DBI score indicate the better clustering quality. KMeans and Ward Linkage are very similar in cluster scores, while GMM shows slightly different trend compared to other two methods. For KMeans and Ward linkage, they both show the best clustering performance when the number of clusters is three, then the Silhouette score gets lower as the number of clusters increases.
and the DBI score is stable regardless of the number of clusters. On the contrary, Silhouette score of GMM clustering drops at first and increase slightly as the number of clusters increases. Also, DBI score decreases steeply for GMM clustering.

In summary, as we increase the number of clusters, cluster performance of KMeans and Ward linkage tends to decrease, and performance of GMM gets better. KMeans and Ward linkage show the higher Combined Score than GMM on almost every case and it is hard to pick the best clustering method since they both show similar scores. Also, even though clustering by three scores highest, there are two elbow points of KMeans and Ward linkage from the Combined Score, which are the cases with seven and fifteen clusters. In this section, we first characterize the clustering result of the three clusters. Each clusters is analyzed based on the data characteristics included in the cluster.

In order to figure out each cluster’s tendency, we first average the feature values from all data belonging to each cluster. For instance, using clustering algorithm, our dataset is clustered into three clusters: cluster 1, 2 and 3. If we want to see how many processors the jobs included in cluster 1 are used, we can calculate it by averaging the \( \text{numProc} \) feature values from all data in cluster 1. In this way, average \( \text{numProc} \) on every cluster can be calculated, representing the \( \text{numProc} \) characteristics on the clusters. This averaging process is operated on every feature we used. Note that since we choose Min-max mutual information for our feature selection method, features with high correlation value with other features are not removed in the preprocessing step, which is total 46 features.

After we get the averaged values of every features, clusters can be characterized by determining the features that have dominant value on each cluster. So for every features, we select the cluster having the highest averaged feature value. Then, in order to assert that cluster has high tendency of feature, we figure out whether the cluster has more than twice as higher feature value than that of other features.

Figure 7 shows the cluster characterization results from KMeans which use the features from Min-max mutual information. The feature row with black box represents that the cluster has characteristic related to the feature. For example, since the box with
consecWritePct feature for Cluster 1 is marked black, it means that the Cluster 1 of KMeans includes jobs having high percentage of consecutive write operations. The feature with no mark, such as consecReadPct feature, represents that the averaged feature value of all three clusters have similar value. So in this case, we cannot say which cluster has high characteristic of consecReadPct.

Figure 8 depicts the averaged value of three clusters on some of the features. Note that features like writeLess1m represent percentage of the number of operations with specific size in total number of operations. Also, the unit of writeRateTotal is MB/s. Cluster 3 shows the highest write throughput, but the size of read and write operations is relatively small. From the feature values giving the information about the size and the number of open, seek or stat requests, we can assume that workloads in Cluster 3 issue lots of metadata operations. This may harm the performance but as these workloads use large number of processors with MPI-IO API, Cluster 3 gives the highest I/O throughput. Compared to Cluster 3, even though workloads in Cluster 2 issue large size read and write operations, they show relatively slow performance since they rarely use MPI-IO for higher level of I/O parallelism and deploy relatively small number of processors. The workloads in Cluster 1 use smallest number of processors and also issue large number of read and write operations in their runtime, resulting in lowest I/O throughput.

Overall, we can categorize the HPC applications with following characteristics when clustered by three:

(1) The workloads in Cluster 1 tend to issue less than 1MB size read and write operations compared to the other clusters. In fact, many of the read and write operations operate on less 1KB blocks, and a significant amount of I/O operations are on stdio units, which are typically slow. Furthermore, the workloads in this cluster also use a few hundred MPI ranks, i.e., a small fraction of the overall system. Taking together, it is not surprising that the average I/O throughput for Cluster 1 is only a few MB/s.

(2) The workloads in Cluster 2 tend to issue more than 1MB size read and write operations. Especially, all the workloads issuing more than 1MB read operations are included in this cluster. Also, the total bytes written to the file is highest among the clusters, which also means there are lots of I/O operations during the processing time. These workloads are likely to use 8MB stripe size in average, which is 8 times more than the current default configuration, 1MB. The workloads use about 1000 MPI ranks each time and does not spend too much time in MPI IO. We suspect that using only a modest number of cores and not using MPI IO for parallel IO operations might be the reason for these workloads to achieve the highest IO throughput.

(3) Workloads in Cluster 3 use more than 70,000 MPI ranks on average, which are the largest parallel jobs in our dataset. When compared to the other clusters, the workloads in this cluster use 62 times more processors on average. They also issue a large number of I/O requests, including metadata operations such as open, seek or stat requests. On average, each MPI rank issues nearly 500 open requests, which seems to be a high number. The block sizes of read and write operations are all less than 1MB, which is lower than those in Cluster 2. We postulate that the workloads in this cluster deploy lots of processors for higher parallelism to achieve the highest I/O throughput among the three clusters.

We also analyze the characteristics of the clusters when the number of clusters is seven and fifteen, since the Combined Score for cluster quality are at their local maximum at this cluster sizes. However, as we increase the number of clusters, the dataset is split in a way that small size clusters are divided into much smaller clusters. This leaves one big cluster including most of the dataset. Also, since there are too many clusters, the result shows that three out of seven clusters and nine out of fifteen clusters have no distinct characteristic. From our analysis, we can assume that increasing

<table>
<thead>
<tr>
<th>Features</th>
<th>Clusters 1</th>
<th>Clusters 2</th>
<th>Clusters 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>consecWritePct</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ossWrite1kg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>readLess1m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalFileSTD10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mtdOPSMin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ossWriteHigh1g</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>readMore1k</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>writeMore1m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stripSize</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>timeRead</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalFilePOSIX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>writeMore1k</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>metaTimePOSIXonly</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>numProc</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>runTime</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalFileMPIO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalIORq</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalMetaRq</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalOpenRq</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>totalReadRq</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>writeRateTotal</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Features</th>
<th>Clusters 1</th>
<th>Clusters 2</th>
<th>Clusters 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>numProc</td>
<td>412</td>
<td>1140</td>
<td>71603</td>
</tr>
<tr>
<td>totalFileMPIO</td>
<td>6.69</td>
<td>1.31</td>
<td>14.33</td>
</tr>
<tr>
<td>totalSeekRq</td>
<td>8037382</td>
<td>34852</td>
<td>103872479</td>
</tr>
<tr>
<td>totalStatRq</td>
<td>17116</td>
<td>1804</td>
<td>34260138</td>
</tr>
<tr>
<td>totalOpenRq</td>
<td>12778</td>
<td>6183</td>
<td>34558780</td>
</tr>
<tr>
<td>readLess1m</td>
<td>67.20</td>
<td>0</td>
<td>33.33</td>
</tr>
<tr>
<td>writeLess1m</td>
<td>49.13</td>
<td>0</td>
<td>33.33</td>
</tr>
<tr>
<td>readMore1m</td>
<td>2.20</td>
<td>20.75</td>
<td>0</td>
</tr>
<tr>
<td>writeMore1m</td>
<td>7844</td>
<td>47794</td>
<td>65226</td>
</tr>
</tbody>
</table>
the number of clusters leads to inequality of cluster size which also results in multiple clusters with no specific aspects.

9 CONCLUSION

As the complexity of HPC cluster grows and more resources are managed in the supercomputer system, users are provided with different kinds of configuration settings. In order to simplify the use of system configuration, it is critical to categorize the HPC applications with proper standards. In this paper, we focused on categorizing four-month HPC workload data run on NERSC Cori supercomputer. After extracting several features from the log, we used several machine learning techniques, including feature selection and clustering methods. We used Mutual information regression, F-regression, Decision tree, Extra tree and Min-max mutual information to select features best representing the data. Then, using the selected features, we applied them to clustering models such as KMeans, GMM and Ward linkage to cluster the data. By evaluating the clustering performance with cluster validity metrics, we could select the best clustering method and feature selection method. Our result shows that using KMeans clustering method with features selected from the Min-max mutual information makes the best clustering result when clustered by three. Finally, we characterized each cluster by analyzing the included data. Using our observations, we can provide system designers better understanding of HPC applications running on the system, thus simplifying the configuration settings provided to users for better performance.
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