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ABSTRACT RESEARCH QUESTION DISCUSSION

To enhance data sharing and reduce access e LSTM models based on PyTorch with 128 units,
latency in scientific collaborations, High Energy How can we use measurement data from SoCal cache to predict Chicago dropout rate 0.04, and tanh activation functions

Physics (LHC CMS experiment) employs and Boston cache utilization trends? If we double Chicago cache size, . gi\gafgmeﬁ(m|:rr:2:,§r§st'glogrzéfc'ﬁoﬁé

regio.ngl In-network Sto.rtalge_ caches. Accurate how will access and utilization trends change? than other caches due to its longer history.
pred|Ct|OnS Of CaChe Ut|l|zat|0n trendS help PY Experiments were performed with transfer

design new caching policies and improve learning (training on SoCal data and fine-tuning

capacity planning. This study leverages the LSTM AN D TRAN S F E R M OD E LI N G in Chicago or Boston data). -
SoCal cache access trends to improve the e Transfer modelling allows improved predictions

prediction on the newer caches in Chicago and e Goals: - with decreased training sizes.
: ' ool PY ' ’ ' -
Boston through transfer learning. We also o Model network and cache utilization trends ggl\?iigosﬁer‘ncr;is t(e)ils Etlﬁgteisnscfézaesi? ﬂzy
iInvestigate the impact of doubling the Chicago o Plan additional cache deployments = | ‘“ U CapaC?[y could grgeatly improve its Ca%he
cache’s storage capacity on its cache hit rate. e Traditional cache replacement policies (LRU or N, | | ) ',W.‘, ; .ﬁl'-| _M;h, ) '!~"|""'| IM | “ ‘Il I performance (Fig. 6).
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statistical analysis increased from 420 TB to 2.5 PB from July 2020

: Figure 2: Daily cache hit volume prediction of cache hits of the SoCal
BAC KG ROU ND IN FO o ,:ssggepztee?npsattems, cannot adapt to temporal caghe. The norymalized tost RMSEP;S 0.5, indicating an accurate prediction. to Mar 2024 (Fig. 72, Whi(.:h leads to the cache hit
e High-Luminosity Large Hadron Collider e LSTM models excel at capturing complex N 4 » E\(’;(ej_tp belabout .94 /otdqunlg (’;h?j IatSt year..
expects data volume increase 10x by 2029 dependencies in long-term sequential data Deployed . ° ona’ experiments nciuded storage size as
and regional data cache need to improve data o Leverages temporal locality of data — - atealure in LS1I fransier models fo predict
. o Adapts to dynamic access patterns 202007 —— 2023-08 . cache utilization as Chicago storage size
sharing. o Incorporates robust input (time, hit count, etc) . .. . increases.
° Study uses data from Southern California Figure 3: Tlmgl|ne of reg.lo.nal cache dgployment. The SoCal cache has a . . |
_ _ much longer history providing more training and testing data. Table 2: Chicago transfer model with doubled storage size
Petabyte Scale Cache, the Chicago Regional feature predictions
Cache, and the Boston Regional Cache L = e T [ —
e SoCal cache consists of 23 XCache nodes — — —
with 2 PB storage capacity - -l “ e
e Chicago cache consists of 6 XCache nodes Jd ik lﬂ“" o ﬁ ) M '\M{\f | i — — —
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e Boston cache consists of one XCache node ¥ R -
with 150 TB storage capacity. — CONCLUSION
Table 1: Summary data access of regional caches - - ‘ e A model trained with one cache could improve
6/2020-3/2024 | Total Z?:::;:Zésies CaCh::]SI::ZSS(TB) Cacn:;(;tfisﬁ(;s) e ‘ Ilhmﬁ “! || | pred|Ct|0nS abOUt Other reglonal CaCheS .
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T E e 4:028 e ST Figure 4: Daily cache hit volume predictions for the Boston regional Figure 5: Daily cache hit volume predictions for the Chicago fine-tuning sizes.
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lea.rmng, 15% training S1Z€. Normahz.ed RMSE error d.rops from 0.84 transfer learning, 20% training size. Normalized RMSE is 0.50 performance if storage capacity were increased.
(without transfer learning) to 0.64 (with transfer learning). before and after transfer learning.

When doubling storage size, the Chicago cache
predicts (Fig. 9, Tbl. 2)
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