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Abstract—Scientific workflows often involve large data trans-
fers, which increasingly require completion-time guarantees. To
support these time-sensitive flows, the Energy Science Network
(ESnet) has implemented on-demand circuits with packet prior-
ity, allowing the circuit to be utilized by other traffic when the
deadline-sensitive flow is inactive. In this paper, we explore a
deterministic networking framework designed to support large
scientific data transfers with completion guarantees. We consider
an ideal network where all nodes are time-synchronized and
utilize Cyclic Queueing and Forwarding (CQF) to achieve reliable
low-latency data transfers. Specifically, the CQF cycle time is
configured to ensure that all data transfers between neighboring
nodes are completed within the cycle time. The number of packets
transferable between two neighboring nodes depends on the cycle
time, propagation delay, and link bandwidth. We conduct simula-
tions to compare the performance of the deterministic networking
framework with two circuit-based schemes: one utilizing fixed
bandwidth allocation for all requests and another employing
dynamic bandwidth reservation, which adjusts the allocated
bandwidth based on the available bandwidth along the path.
Our results show that the deterministic network architecture
achieves performance comparable to the dynamic bandwidth
reservation scheme. We believe that a more optimized version
of the time-sensitive networking protocol, exploiting multi-path
routing, could offer better completion guarantees than traditional
network reservation options, while enhancing the overall network
bandwidth utilization.

Index Terms—Scientific data transfers, Latency guarantees,
Time-Sensitive Networking, Cyclic Queueing and Forwarding
(CQF), Bandwidth-Reserved Circuit-Switched Routing (BRCSR),
Full-Bandwidth Circuit-Switched Routing (FBCSR), Determinis-
tic networking, Bandwidth reservation

I. INTRODUCTION

Modern scientific endeavors in fields such as physics [1],
[2], chemistry [3], biology [4], and materials science [5]
are increasingly driven by vast amounts of data [6]–[8].
Many experts have termed this data-driven approach the
fourth paradigm of scientific discovery [7]. This deluge of
information, while promising unprecedented discoveries, poses
significant challenges to traditional research paradigms [1],
[2], [4]. A noticeable trend is the tighter integration between
data acquisition and analysis, exemplified by high-throughput
screening (HTS) in materials science [9], [10]. This integration
has spurred the rapid growth of time-sensitive distributed
workflows across various scientific fields [11], [12].

Currently, vast amounts of scientific data are transferred
among data acquisition, storage, and analysis sites using
TCP/IP networks that offer best-effort packet services [8],
[13]. While this type of networking is familiar to users, it

offers no guarantees on key performance metrics such as com-
pletion time [14]. Specifically, there is a non-negligible long-
tail in completion time observed in applications [15]. Various
approaches exist to address this performance variability. One
thorough method is circuit switching, though it is no longer
widely available [16]. Deployed networks primarily use packet
switching, where the best-known strategy to reduce network
performance variability is through reservation [17]. However,
reserved network capacity is typically underutilized for other
traffic, reducing overall network efficiency.

Time-sensitive networking (TSN) emerges as a promising
solution to meet the growing demands for deterministic, real-
time, and ultra-reliable transmission in various applications.
TSN combines the flexibility of best-effort packet networks
with the reliability of constant-bit-rate services [18] by es-
tablishing a contract between the network and the applica-
tion [14], [19], [20]. This contract limits the transmitter of a
TSN flow to a specific bandwidth, while the network reserves
the necessary resources to ensure bounded latency and zero
congestion loss. Additionally, TSN can sequence and deliver
packets simultaneously along multiple paths, eliminating du-
plicates at or near their destinations.

While TSN has been shown to be particularly beneficial for
applications that cannot rely on best-effort services, such as
industrial control, audio and video production, and automotive
control [21], [22], we believe there is significant potential
for improving time-sensitive scientific workflows that are dis-
tributed across geographically distributed locations intercon-
nected by a wide area network (WAN). These scientific work-
flows often transfer relatively large volumes of data among
various components [23], [24]. The inherent characteristics
of TSN, such as bounded latency, zero congestion loss, and
deterministic data delivery, can address the constraints on the
required time guarantees in these workflows.

In this paper, we explore a deterministic network architec-
ture as a potential alternative approach to the currently de-
ployed network reservation system known as Online Services
for Circuit Provisioning and Reservation (OSCARS) [25],
[26]. We consider a deterministic network that employs the
principles of TSN as described in the IEEE standard. While
TSN has primarily been developed for Local Area Networks
(LANs), its underlying principles, including the Cyclic Queue-
ing and Forwarding (CQF) algorithm, have been proposed for
WAN contexts. However key issues such as routing, queuing,
and scheduling flows on large-scale deterministic networks



based on TSN principles are largely unexplored.
In this ongoing work, we focus on an idealized network

where all nodes are time-synchronized and utilize CQF to
ensure reliable low-latency deterministic data transfers. Specif-
ically, the CQF cycle time is configured so that all data
transfers between neighboring nodes are completed within
each cycle. The number of packets transferable between two
neighboring nodes depends on the cycle time, propagation
delay, and link bandwidth. Through simulation, we compare
the deterministic networking framework with two circuit-based
schemes: one that allocates fixed bandwidth to all requests,
and another that allocates bandwidth based on the minimum
available bandwidth along the path. The results indicate that, as
expected, the dynamic bandwidth reservation scheme performs
best. However, the deterministic network architecture delivers
performance comparable to that of the dynamic bandwidth
reservation scheme.

II. CURRENT SUPPORT FOR TIME-SENSITIVE
WORKFLOWS

Our work is partly driven by the large scientific facilities
operated by the US Department of Energy. With their sophis-
ticated instruments and global collaborations, these facilities
generate colossal datasets at unprecedented rates [2], [23],
[27]. This necessitates the development of robust cross-facility
workflows to manage the entire data life-cycle: from capture
and storage to processing, analysis, and dissemination [5],
[24], [28].

Developing and maintaining these complex workflows
present significant challenges. Data must traverse multiple
processing stages, requiring sophisticated coordination across
diverse computing environments. Additionally, it is impor-
tant to maintain flexibility in these workflows to adapt to
factors like fluctuating computational demands, unexpected
downtime, and the evolving needs of scientific analysis. Due
to the complexity of software and tools involved, there is a
strong need for automated pipelines that seamlessly connect
instruments, edge computing, high-performance computing
(HPC) centers, and data repositories [23], [29].

Efforts are underway to demonstrate the feasibility of au-
tomating the complex scientific workflows [2], [3], [5], [28],
[30]. Many of these efforts focus on providing the flexibility of
moving the data and computing for the distributed workflows.
This work concerns the networking technology to improve
the robustness of time-sensitive workflows which is a key
workflow pattern identified in the recent surveys [23], [24].

The Online Services for Circuit Provisioning and Reser-
vation (OSCARS) is a powerful open-source software suite
developed by the Energy Sciences Network (ESnet) that em-
powers researchers to create, manage, and monitor dedicated
network pathways for data-intensive science [25], [26]. OS-
CARS addresses the growing need for flexible, reliable, and
high-performance network connections in scientific research.
It automates the time-consuming manual process of setting up
dedicated network paths.

The key feature of OSCARS is end-to-end Circuit Provi-
sioning. Specifically, OSCARS enables researchers to define
and request specific network resources, including bandwidth,
latency, and path requirements. Additionally, OSCARS also
supports dynamic circuit management using which users can
modify, renew, or tear down existing connections in minutes,
allowing for agile adaptation to evolving research needs. These
and other features have allowed OSCARS to streamline scien-
tific research across numerous disciplines by making it easier
to establish and manage dedicated network connections. For
instance, high-energy physics researchers can use OSCARS
to move massive datasets from particle accelerators. Climate
scientists benefit from OSCARS by seamlessly sharing and
processing petabytes of climate model data. Similarly, in
biomedical research, OSCARS accelerates the transfer and
analysis of large genomic and medical imaging datasets,
advancing personalized medicine and drug discovery.

III. TIME-SENSITIVE NETWORKS

A time-sensitive network (TSN) is a network that has strict
latency and reliability requirements on data delivery. The
concept is well described by N. Finn [14]. In this section,
requirements and an algorithm are introduced. Time-Sensitive
Networking Task Group is one of the IEEE 802.1 Working
Groups [19], defining the standards of TSN including require-
ments, tools, and configuration. This task group was created
in 2007 and was formerly known as the Audio Video Bridging
(AVB) task group, but it was renamed in 2012 to the current
version to follow the societal demand.

A. Requirements

The requirements for TSN are low latency with guaranteed
upper bound, small variety in delivery time (small jitter),
and reliable delivery. One notable characteristic of time-
sensitive networks is that all nodes in the network are time-
synchronized. TSN is designed mostly for the link layer (Layer
2). TSN is also categorized as a deterministic network when
the path for delivery is determined before transmission, which
is often the case to meet the upper bound latency guarantee
requirements. Given the requirements mentioned above, the
quality of the TSN is often evaluated by the number of
successful time-sensitive traffic deliveries, the variance in the
delivery time of time-sensitive traffic, the average time to
deliver, and the throughput of non-time-sensitive traffic.

B. Cyclic Queuing and Forwarding (CQF)

One well-known TSN algorithm is Cyclic Queuing and
Forwarding (CQF) [31]. It is the basic form of TSN, and it
follows the architecture described above. The basic CQF has
two queues in each node. When one queue is in an open state,
the other queue is in a closed state, and the state switches each
cycle time. The path for the traffic to be transmitted is deter-
mined by the central controller before departing. The traffic
is transmitted following the cycle rhythm synchronized across
the network. Once traffic leaves its source node, it travels from
one node to the next node within each cycle. From the node’s



Fig. 1. The illustration of CQF algorithm. Traffic is being transmitted from
two sources to a destination. In this figure, there are 2 hops from a source
to the destination. T denotes a cycle time. It is illustrated that the time for
traffic to get transmitted is cycle time times the number of hops, which is
T ∗ 2 = 2T , illustrated as 3T − 1T = 2T in this figure.

perspective, the traffic in the queue is dequeued and another
traffic is queued into the other queue within a cycle. Therefore,
in this algorithm, the time taken for a packet to reach the
destination node is the cycle time times the number of hops,
i.e., end-to-end packet delay = cycle time ∗ number of hops.
The traffic flow of this algorithm is illustrated in Figure 1.

a) Cycle Time: The important parameter of the CQF
algorithm is the cycle time denoted by T . We define the
cycle time as follows. We consider the transmission of n
packets each of fixed size length l bits. Between any pair of
neighboring nodes {i, j}, let Ti,j denote the minimum time
that is required by node i to transmit n packets and the packets
being completely received by node j. If the propagation delay
of the link {i, j} is δi,j and the data rate is ri,j , then Ti,j is
given by

Ti,j =
n× l

ri,j
+ δi,j (1)

The cycle time T is the defined to be the maximum Ti,j over
all pairs of neighboring node {i, j}, i.e.,

T = max
(i,j)∈S

{Ti,j} (2)

where S is the set of all links in the network.
b) Discussion: There are important trade-offs that need

to be considered in choosing a proper value of T for a
network. Choosing a smaller value of n and thereby choosing
a smaller cycle time T allows more fine-grained scheduling
and routing of the traffic flow. However, a smaller value of
T can also lead to a lower bandwidth utilization, particularly
for ultra-high-speed WANs in which the transmission time of
a packet is much smaller than the propagation delay. On the
other hand, higher values of T will lead to high bandwidth
utilization but only coarse-grained control of the traffic flow.
Furthermore, in a mixed traffic environment with both best
effort and time-sensitive flows, a high value of T will have
high delay penalties on the best effort flows.

IV. A COMPARATIVE ANALYSIS

The purpose of this study is to compare the performance of
a WAN implementing CQF with the current OSCARS-based
approach. Specifically, we consider the following network
architectures to support time-sensitive flows.

1) Bandwidth-Reserved Circuit-Switched Routing
(BRCSR): In this scheme, the minimum bandwidth
needed to guarantee that the deadline is met is allocated
to each request. The paths between the source and
the destination are sorted in increasing order of their
distance and the shortest path that can support the
bandwidth is assigned to the request. In this scheme,
the bandwidth allocated to a flow does not change
during the lifetime of the flow.

2) Full-Bandwidth Circuit-Switched Routing (FBCSR):
This scheme is similar to the BRCSR. However, if
additional bandwidth becomes available, it is distributed
evenly across all contending flows.

3) Cyclic Queueing and Forwarding (CQF): For each
link, the cycle time T determines the maximum number
of packets that can be transmitted in each cycle. The
node transmits an equal number of packets for each flow
that uses the link. The acceptance or rejection of a flow
is based on whether the link can accommodate the flow’s
required bandwidth while ensuring the delay bounds and
not exceeding the maximum number of packets that can
be transmitted.

We consider that the above three architectures are im-
plemented in a Software Defined Network where a central
controller manages data transfer requests. The workload is
generated in episodes where the time between consecutive
episodes is fixed and denoted by ∆. During each episode,
n requests are generated. Each request i is defined by a four-
tuple {srci, dsti, fsizei, di} where srci and dsti are picked
randomly from the set of all nodes. The flow size fsizei and
the deadline di determine the minimum bandwidth ri required
to meet the deadline. Specifically, ri =

fsizei
di

. The central
controller admits a request if it can set up a path and allocate
bandwidth on the path such that the transfer delay bound is
met. If not, the request is rejected.

A. Simulation Method, Parameters, and Metrics

We implemented a discrete event simulation model using
SimPy [32] and NetworkX [33] to simulate a centrally con-
trolled network. The topology of the network is shown in
Figure 2.

We only consider time-sensitive workflows in this study.
The workload on the network depends on the size of each
flow and the interval between consecutive requests. We employ
shortest path routing for our experiment. We order possible
paths and choose the shortest path that has the minimum
bandwidth that is required to meet the flow deadline. In this
study, we do not consider multipath routing.

We have used the following metrics to compare the three
architectures.



1) Flow Latency: The total latency to transmit a flow from
the source to the destination.

2) Flow Acceptance Rate: Ratio of the total number of
accepted flows to the total number of requesting flows.

The simulations were run on a subsection of the ESnet
topology shown in Figure 2.

Fig. 2. The ESNet topology considered in this study. The results discussed
in this paper are based on a section of the network consisting of 30 nodes
and 41 link.

The network consisted of 30 nodes and 41 links. In this
study, we considered the actual link propagation delays and
data rates. For the workload, we considered 10 concurrent
flows between randomly selected sources and destinations that
arrive every 6 seconds. Each flow has a flow size that is
randomly selected in the range of 700 to 850 terabytes. For
each flow, the deadline was set so that a minimum of 8 Gbps
was required to meet the flow deadline. For CQF, the cycle
time T was varied in multiples of minimum time to transmit
a packet across the link with the largest propagation delay.

B. Results and Discussion

Figure 3 shows the boxplot of flow latencies as a function
of the CQF cycle time T . The minimum value of T is 6 ms.

Fig. 3. The boxplot of flow latencies for different CQF cycle time T .

We have considered different values of T progressively scaled
by a factor of 10 increasing to 60 seconds. The flow latencies
are high for the minimum value of T , since most of the cycle
time is used up by the propagation delay, resulting in lower
bandwidth utilization. The latencies are also high when T
is much larger than the flow latencies, such as when T is
60 seconds. The results show that a proper choice of T can
optimize the average flow latency.

The flow acceptance rate as a function of T is shown in
Figure 4. For CQF, the acceptance rate is low when the T is
small or very high, following the trend of the flow latencies
in Figure 3. Comparison with BRCSR and FBCSR indicates
that with a proper choice of T , CQF can achieve comparable
flow acceptance rates.

Fig. 4. Flow acceptance rate as a function of CQF cycle time T . Note that
the y-axis range is cropped so the differences between the three schemes are
small.

The impact of the workload on the flow acceptance rate is
shown in the bar graph in Figure 5. Note that the x-axis shows

Fig. 5. Flow acceptance rate vs request load. The x-axis shows the interval
between requests. Larger (smaller) intervals imply a lower (higher) request
load. For CQF, T was set to 0.6 sec.

the interval between requests. Consequently, larger (smaller)
intervals imply a lower (higher) load. The results show that at
low load all three schemes perform the same and accept more
flows. With higher load, the acceptance rate decreases, and the
difference between BRCSR and the other schemes decreases
due to the higher bandwidth utilization. It is worth noting that
the difference between CQF and FBCSR is negligible.

The flow latency as a function of the workload is shown in
Figure 6. The results show that the flow latencies of CQF and
FBCSR are much better than those of BRCSR due to greater
utilization of the bandwidth, as seen in Figure 6.

Overall, with the same bounded latency requirements,
Cyclic Queuing and Forwarding (CQF) performs compara-
bly to Full-Bandwidth Circuit-Switched Routing (FBCSR) in
terms of flow acceptance rate and flow latency.

V. CONCLUSIONS

In this study, we conducted a comparative analysis
of three strategies: Bandwidth-Reserved Circuit-Switched



Fig. 6. Latency rate vs request load. The x-axis shows the interval between
requests. Larger (smaller) intervals imply a lower (higher) request load.

Routing (BRCSR), Full-Bandwidth Circuit-Switched Routing
(FBCSR), and Cyclic Queueing and Forwarding (CQF). The
simulation results reveal that even the most basic implemen-
tation of CQF performs similarly to circuit-switched routing
methods in terms of flow latency and flow acceptance rates.

One of the key advantages of CQF lies in the fine grained
control that it provides over the network’s behavior. This
flexibility opens the door to further performance enhance-
ments. Using novel optimization techniques and reinforcement
learning, several network parameters can be fine-tuned to
achieve performance levels that potentially exceed those of
traditional circuit-switching strategies. For future research we
plan to focus on exploring these optimization avenues, to fully
harness the potential of deterministic networking. Such efforts
could pave the way for more efficient and adaptive network
routing strategies, particularly in environments that demand
low latency and high reliability.
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