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100Gbps Network and  
Climate Community 

•  High performance network for climate community 
•  Data replication around the world 

•  “Replica Core Archive” – The Coupled Model Intercomparison 
Project, Phase 5 (CMIP-5) used for the Intergovernmental Panel 
on Climate Change (IPCC) Fifth Assessment Report (AR5)  is 
estimated to 1.5-2PB. 

•  Climate model data is projected to exceed hundreds of 
Exabytes by 2020 (BES Science Network Requirements Workshop, 2007) 

•  Data analysis 
•  Climate analysis requires dataset 
•  Large amount of data movement and management is needed 

•  Climate100 
•  Research and integration effort for 100Gbps network   

from data intensive applications point of view 
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ESG current statistics 
•  IPCC AR4 CMIP-3 LLNL ESG portal 

•  35 TB of data at one location 
•  83,337 files, model data from 13 countries 
•  Generated by a modeling campaign coordinated by the Intergovernmental 

Panel on Climate Change (IPCC) 
•  Over 600 scientific peer-review publications 

•  CCSM NCAR ESG portal 
•  237 TB of data at four locations (NCAR, LBNL, ORNL, LANL) : 965,551 

files 
•  Includes the past 8 years of joint DOE/NSF climate modeling experiments 

•  Serving data to the community 
•  Coupled Model Intercomparison Project, Phase 3 (CMIP-3) 
•  Community Climate System Model (CCSM) 
•  Parallel Climate Model (PCM) 
•  Parallel Ocean Program (POP) 
•  The North American Regional Climate Change Assessment Program (NARCCAP) 
•  Cloud Feedback Model Intercomparison Project (CFMIP) 
•  Carbon-Land Model Intercomparison Project (C-LAMP) 
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ESG current download statistics 

•  Geographic distribution of the users that downloaded data 
from ESG web portals 

•  Over 2,700 sites 
•  120 countries 
•  25,000+ users 
•  Over 1 PB downloaded 

Courtesy: Gary Strand - NCAR 
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The Growing Importance of  
Climate Simulation Data 

•  Broad investments in climate 
change research 
•  Development of climate models 
•  Climate change simulation 
•  Model intercomparisons 
•  Observational programs  

•  Climate change research is 
increasingly data-intensive 
•  Analysis and intercomparison  

of simulation and observations  
from many sources 

•  Data used by model developers, 
impacts analysts, policymakers Results from the Parallel Climate Model (PCM) depicting wind 

vectors, surface pressure, sea surface temperature, and sea ice 
concentration.  Prepared from data published in the ESG using 
the FERRET analysis tool by Gary Strand, NCAR. 
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The Growing Size of  
Climate Simulation Data 

•  Early 1990’s (e.g., AMIP1, PMIP, CMIP1) 
•  modest collection of monthly mean 2D files: ~1 GB 

•  Late 1990’s (e.g., AMIP2) 
•  large collection of monthly mean and 6-hourly 2D and 3D fields: ~500 GB 

•  In 2000’s (e.g., IPCC/CMIP3) 
•  fairly comprehensive output from both ocean and atmospheric components; 

monthly, daily, and 3 hourly: ~35 TB 
•  In 2011:  

•  The IPCC 5th Assessment Report (AR5) in 2011: expected 5 to 15 PB 
•  The Climate Science Computational End Station (CCES) project at ORNL: expected 

around 3 PB 
•  The North American Regional Climate Change Assessment Program (NARCCAP): 

expected around 1 PB 
•  The Cloud Feedback Model Intercomparison Project (CFMIP) archives: expected to 

be .3 PB 
•  CMIP5 is being defined now, available info neither complete nor final 

•  Current estimates… 1.5 to 2 PB of “replica core archive”  (RCA) results 
•  In CMIP5, the RCA is expected to be 20% to 30% of total volume of data produced 

•  Climate model data is projected to exceed hundreds of Exabytes by 2020  
•  BES Science Network Requirements Workshop, 2007 
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Distribution of Climate Files – 
Characteristics of CMIP-3 datasets 

•  More than 20-30% of 
typical climate 
dataset files are less 
than 20MB in file size. 

•  Many files are still larger 
than 2GB. 

•  It’s expected to be as large 
as 20+GB per file for CMIP-5 
datasets in the near future. 

•  More than 60-70% of typical 
climate dataset files are less 
than 200MB in file size. 
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Network Challenges in ESG 

•  ESG Federation plans to replicate vast amounts of data to and from sites 
•  ESG Federation plans to utilize current ESnet’s 10 Gbps network for its federated 

architecture, and move onto 100Gbps when ready 
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As the results...   

•  Enable new capabilities for analysis of data and visual exploration 
•  Visualization of uncertainty and ensemble data 
•  Exploration of climate modeling data with ViSUS and CDAT 

•  Help scientists understand long-term climate impact 
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ANI 100 Gbps Testbed 

•  Testbed 
•  LBNL/NERSC: 20 nodes 
•  ANL/ALCF: 15 nodes 
•  ORNL/OLCF: 15 nodes 
•  Each connection with a 10 Gbps interface 

•  Climate demo  
moving datasets of IPCC AR4 CMIP3 
•  From NERSC to ANL over 100Gbps 

•  Disk to memory 
•  From NERSC to ORNL over 100Gbps 

•  Disk to disk 
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Data flow over 100Gbps network 
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Showcase 

•  Use of maximum available bandwidth for the movement 
of climate data over 100Gbps network 

•  Possible challenges 
•  Using existing tools in 100 Gbps networks 

•  GridFTP for TCP 
•  RFTP for RDMA 

•  Irregular file size distribution in each dataset 
•  Protocol overhead 

•  Performance problem and scalability issues 
•  Management and tuning of multiple hosts 
•  Number of involving host systems 
•  Multiple streams for increased utilization 
•  Performance monitoring in host systems 
•  System bottleneck in end-to-end transfers 
•  Memory overhead / CPU usage 
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Sample Analysis on Large 
Climate Dataset for the Demo 

Detecting Atmospheric Rivers in Large Climate Datasets
Surendra Byna� Prabhat† Michael F. Wehner‡ Kesheng Wu§

Lawrence Berkeley National Laboratory, Berkeley, CA

ABSTRACT

Extreme precipitation events on the western coast of North America
are often traced to an unusual weather phenomenon known as at-
mospheric rivers. Although these storms may provide a significant
fraction of the total water to the highly managed western US hy-
drological system, the resulting intense weather poses severe risks
to the human and natural infrastructure through severe flooding and
wind damage. To aid the understanding of this phenomenon, we
have developed an efficient detection algorithm suitable for analyz-
ing large amounts of data. In addition to detecting actual events in
the recent observed historical record, this detection algorithm can
be applied to global climate model output providing a new model
validation methodology. Comparing the statistical behavior of sim-
ulated atmospheric river events in models to observations will en-
hance confidence in projections of future extreme storms.

Our detection algorithm is based on a thresholding condition on
the total column integrated water vapor established by Ralph et al.
(2004) followed by a connected component labeling procedure to
group the mesh points into connected regions in space. We develop
an efficient parallel implementation of the algorithm and demon-
strate good weak and strong scaling. We process a 30-year simula-
tion output on 10,000 cores in under 3 seconds.

Index Terms: J.2 [Computer Applications]: Physical Sciences
and Engineering— [I.5.4]: Pattern Recognition—Applications;
I.6.6 [Simulation and Modeling]: Simulation Output Analysis—

1 INTRODUCTION

Extreme precipitation events on the western coast of North Amer-
ica are often traced to an unusual weather phenomenon known as
atmospheric rivers (ARs). These events refer to filamentary struc-
tures in atmosphere that transport significant amounts of water over
a long distance in narrow bands [2, 15]. In one of the earliest studies
on this phenomenon, it was determined that such a structure could
carry more water than the great river Amazon [12]. Figure 1 shows
an example of an atmospheric river that deposited record amounts
of rainfall on California over the course of several days in Decem-
ber 2010. For regions such as the west coast of the United States,
atmospheric rivers bring more than half of the annual total precip-
itation and can occur in as few as five days [2]. Their intensity
creates a possibility of flooding and wind damage, yet at the same
time they provide a significant amount of the fresh water needed for
the western states’ water management systems. Although current
research is focussed on AR events making landfall on the western
coast of North America, the phenomena is not limited to the north-
eastern Pacific and can occur in other ocean basins.

This study of atmospheric rivers is part of on-going efforts to
understand the mechanisms responsible for severe but infrequent

�e-mail: SByna@lbl.gov
†e-mail:prabhat@hpcrd.lbl.gov
‡e-mail:mfwehner@lbl.gov
§e-mail:KWu@lbl.gov

Figure 1: The observed three day average total precipitable water
(mm) on December 14, 2010 from an analysis of SSM/I satellite data
(www.rss.com). The long filamentary structure reaching west coast
of US is known as an atmospheric river.

weather events. In some winter-time events, such as atmospheric
rivers, several planetary-scale conditions must be in phase for such
large entrainments of tropical moisture [15]. To reach more general
conclusions, many atmospheric events must be analyzed individu-
ally and as a whole set. To analyze these events, they must first be
identified.

In this work, we develop an efficient algorithm for identifying
atmospheric rivers from both observational data from satellite mea-
surements and climate model output data. Part of our motivations
are to understand the statistical behavior of AR events to under-
stand how they might change in a warmer climate. Hence, a key
objective is to develop an efficient algorithm to identify AR from
large volumes of data, allowing us to determine the frequency and
intensity of AR events. Additional information about the structure
of AR events, notably landfall location, intensity and duration are
also obtainable by our method and will prove useful in projection
of future climate change.

Observed precipitation and offshore wind speed [11] have been
used to identify atmospheric rivers in the western Pacific basin by
constructing a scatterplot of high quality hourly precipitation and
wind data collected at key coastal weather stations [20]. This ad
hoc method is based on setting thresholds of precipitation and wind
speed in the upslope direction and has proved useful in identifying
recent atmospheric river events. However, this detection method
is localized by definition and requires ancillary data, such as total
precipitable water from satellite measurements, to characterize the
atmospheric river event. Furthermore, as atmospheric rivers can
happen in any ocean basin, the scheme would fail if the event does
not make landfall where quality observations are available. This
likely precludes analyses in a global context. Application to cli-
mate simulations may also pose problems due to model bias in pre-
cipitation and wind fields. For example, the thresholds appropriate
to observations may not work well if model extreme precipitation
and winds exhibit systematic errors. In this paper, we present an
alternative detection scheme based on examining basin-wide data

Detecting 
Atmospheric 
Rivers 

Source:  S. Byna et al., Detecting Atmospheric Rivers in Large Climate Datasets. SC’11 Workshop. 2011.  


