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With the high speeds of today’s networks, monitoring information is most
of the time either summarized or sampled. This policy is even more profound
in network backbones, where aggregation of data from several sources and in
very high speeds is often observed. SNMP link utilization counts, provide an
inexpensive resource of information for network administrators and managers.
In this paper, we provide evidence that using SNMP link counts, one can infer
Edge-to-Edge information about network transfers taking place in the network.
Our method first identifies significant variations in the link counts, and tags them
as possible flow starting or ending points. Iteratively following these variations
to the neighboring routers, we are then able to identify the path the specific
flow traversed through the monitored network. Applications, like throughput
prediction, traffic matrix estimation, anomaly detection, can use the resulting
information, similarly or additionally to Netflow data.

The Simple Network Management Protocol (SNMP) is widely used to pro-
vide aggregated link usage data from network components. These data, even not
enhanced with a great amount of detail, provide a valuable source for network
administrators, aiding decisions about network routing, provisioning and config-
uration. SNMP data are simple to collect and maintain, thus also providing a
low disk space for historical network usage log.

On the other end, Netflow data provides detailed information for end-to-end
performance. Using Netflow, one can have accurate information about a host pair
communication, the amount of data transferred back and forth. The enhanced
information given by Netflow comes with the additional cost for its collection
and many privacy concerns regarding the wide availability of the data. To reduce
the cost of collecting Netflow data, aggressive sampling (i.e. 1:1000 packets) is
often employed, even for relatively low-speed networks [4]. Sampling significantly
affects the accuracy of Netflow data and may limit their application of use [2].
Netflow records of end-to-end information also include the IP addresses and
port numbers used by the participating parties. Such content raises significant
user privacy concerns [3, 5]. As a result, there is a limitation of Netflow data
availability while private content is either censored or completely removed.
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Fig. 1. Simple illustration: network events can be observed from SNMP link utilization
data. These events can, also, be tracked down along the network path their traversing.

In this paper we provide evidence that by using SNMP link counts Edge-to-
Edge (E2E) information about network transfers can be inferred. The motivation
for this work came from the need of a statistically significant set of E2E through-
put samples, allowing us to perform TCP throughput prediction in a monitored
network based on historical measurements [6]. The network wide availability of
SNMP data and the limited throughput performance samples from Netflow data
motivated us to explore different approaches for increasing our sample data set.

Our method is the result of two main observations. Looking at the time series
data of a link’s usage, we observe events where the usage of the link increases
(or decreases) to a different level, deviating from the link’s normal behavior up
to that point. These events could be considered as starting (or ending) points
of high throughput transfers. Checking all other links of the same router, we
can identify the exit point of that specific event, which leads to the next router.
Following this path, we can then infer the actual route that the specific event
followed, tracking down its entrance and exit points in the monitored network.

Figure 1 presents a simple example. In this diagram, R1 is the edge router
for autonomous system AS1 and R2 is the edge router for autonomous system
AS2. Each router has several input and output interfaces, connecting to other
routers. The path R1−R2−R3−R4 connects the two ASes, carrying all traffic
exchanged between them. The graphs above each link show the actual traffic
transferred through that link during the specific observation period, as it would
be available through SNMP. Each link caries traffic for a variety of source and
destination pairs. Link R1 − R2 experiences three different events during the
observation period. The first and last events are not visible after R2. The middle
event continues from R2 over the link R2−R3 and from there to R3−R4. This
event and its transfer route can be attributed to a network transfer initiated at
AS1 and destined to AS2. The magnitude of the deviation on the utilization
time series provides information about the throughput this transfer achieved.
The time of the increase and decrease events provide information regarding the
starting and ending times of the transfer.

Figure 2 shows a more realistic example. On a real-world network, several
events can be traced simultaneously. The figure shows two different events,
traversing different paths of the network. We believe that the extra knowledge
these events would provide will be helpful in several network management appli-
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Fig. 2. In a real-world network several traffic utilization increase and decrease events
can be identified in each observation period.

cations such as Throughput Prediction, Traffic Matrix Estimation [7], Anomaly
Detection techniques [1], and more.

The work presented in this paper is, to the best of our knowledge, the first
that suggests the possibility of inferring Edge-to-Edge information from ag-
gregated link utilization measurements. Using our observations we propose a
methodology for identifying traffic utilization increase and decrease events and
tracking down the links these events traverse in the network. Preliminary results,
over publicly available SNMP data from ESnet, a large National Research and
Educational Network (NREN), suggest that we can identify and track up to 80%
of the events that appear in a network link. Furthermore, the magnitude of the
identified events seems not to be limited to the high throughput ones.
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