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Abstract—Large-scale simulations produce massive data that
needs to be stored on parallel file systems. The simulations use
parallel I/O to write data into file systems, such as Lustre.
Since writing data to disks is often a synchronous operation, the
application-level computing workload on CPU cores is minimal
during I/O and hence we consider whether energy may be saved
by keeping the cores in lower power states. To examine this
postulation, we have conducted a thorough evaluation of energy
consumption and performance of various I/O kernels from real
simulations on a Cray XC30 supercomputer, named Edison, at
the National Energy Research Supercomputing Center (NERSC).
To adjust CPU power consumption, we use the frequency
scaling capabilities provided by the Cray power management
and monitoring tools. In this paper, we present our initial
observations that when the I/O load is high enough to saturate the
capability of the filesystem, down-scaling the CPU frequency on
compute nodes reduces energy consumption without diminishing
I/O performance.

I. INTRODUCTION

Power efficiency and energy efficiency are increasingly
prominent concerns to the high-performance computing (HPC)
community with upcoming exascale systems. As supercomput-
ing systems approach the exascale regime, their power con-
sumption (and associated infrastructure and operating costs)
will grow proportionally unless their efficiency increases. The
U.S. Department of Energy has set an ambitious efficiency
goals of approximately 20 MW for future exascale systems.
Thus, energy efficiency is becoming a first-order constraint for
the design of future HPC systems. A recent DOE report states
that energy efficiency is one of the most difficult challenges
at exascale [4].

While flops per watt may be the top-billing metric for
next generation systems, the performance of the growing of
“big data” and data-intensive workloads will emphasize I/O
performance more than flops. For example, plasma physics
and cosmology codes simulate tens of trillions of particles
and produce datasets in the range of tens to hundreds of
terabytes per time step [31], [6]. The development of in-situ
analysis and visualization tools (for example, in VisIt [7] or in
ParaView[25]), is in part, a reflection of the potential imbal-
ance between I/O and compute resources that are anticipated.
File systems must also operate within the system’s power
budget, so the energy efficiency of I/O operations are critical.

There is a growing body of work studying application
energy efficiency (see section II), but relatively limited inves-

tigation of parallel I/O energy efficiency. Ge et al. [15], [18]
investigated the impact of application I/O patterns on energy
consumption and proposed a middleware to apply dynamic
voltage and frequency scaling (DVFS) for compute nodes.
This study shows up to 9% to 28% energy reduction for
I/O benchmarks that have contiguous or non-contiguous data
reads/writes. However, this study was conducted on a small-
scale dedicated cluster with few jobs running on the system.
Supercomputing systems located at facilities such as the
National Energy Research Supercomputing Center (NERSC)
are shared by hundreds of users and the parallel file system is
heavily used by a large number of applications. There has been
no study to analyze the benefits of DVFS during I/O phases
of applications on large-scale systems with applications that
write terabytes of data.

In this paper, we present our initial observations of energy
consumption and parallel I/O performance trade-offs with two
I/O kernels and scaling them up to 16K cores and writing
data up to 4 TB and 12 TB in size, respectively. We extracted
the I/O kernels from real applications: plasma physics (Vector
particle-in-cell - VPIC), and accelerator physics (VORPAL)
simulations. The I/O kernel represents storing data to the file
system at one time step and the real simulations typically store
data at tens of such time steps.

The primary contributions of this paper are:

• We demonstrate that DVFS has potential to save energy
and improve energy efficiency on large-scale systems
for two I/O benchmarks sampled from real scientific
applications.

• We show a collection of qualitative power/performance
trade-off curves for the two benchmarks. We use ”I/O
rate per Watt” as a metric of energy efficiency.

• Our observations show that energy savings and energy
efficiency differ for the two kernels we tested. The
dependency of savings on I/O patterns needs to be studied
further.

The remainder of this paper is organized as follows. Sec-
tion II summarizes related work. Section III describes, at a
high level, the factors that contributed to our experimental
design. Section IV details the computational platform, I/O
benchmarks and power measurement techniques used. Our
results are presented in section V. We conclude in Section VI.



II. RELATED WORK

A. Frequency scaling and energy efficiency

A significant number of research efforts have focused on
saving power and energy of high-performance computing
systems by taking advantage of frequency scaling capability
of modern processors. A non-exhaustive list of these efforts
includes [14], [33], [26], [16], [27], [22], [17], [23], [20].
Hsu et al. [22], [23] proved the feasibility of using DVFS
(Dynamic Voltage and Frequency Scaling) to reduce processor
power consumption. Freeh et al. [14] studied energy and
execution time tradeoffs in MPI programs. Song et al. [33]
proposed an analytical model to predict performance and en-
ergy consumption of applications based on various system and
application parameters to help users balance energy use and
performance. An Energy-aware Distributed Runtime (EDR)
has been proposed by Li et al. [26] to efficiently select data
replicas in data center environments. All these efforts explore
saving power without impacting performance of computation
and communication phases of applications. In this paper, we
study the impact of power-saving strategies on performance
during parallel I/O phases.

Various efforts focused on DVFS for parallel task schedul-
ing on clusters [38], [37], [28], [19], [36]. Yao et al. [38]
and Manzak et al. [28] proposed scheduling independent tasks
with DVFS on a single processor systems. Wei et al. [37]
and Gruian et al. [19] discuss scheduling dependent tasks on
multiple processors using DVFS. Wang et al. [36] recently
proposed a power-aware scheduling based on task clustering
for dependent tasks by zeroing communication links to reduce
power consumption. All these efforts aimed to reduce power
consumption during computation and communication phases
and none of them target the phases that move data to storage
media.

B. Storage energy efficiency

Studies of energy efficiency of storage systems have focused
on reducing power consumption of disks and I/O servers by
keeping them in low power states. Multi-speed disks have been
proposed to reduce energy dissipation in hard drives. Son et
al. [32] proposed software-directed disk power management
with energy-aware compilers for multi-speed disks. Several
proposals focused on scheduling the I/O requests of applica-
tions and reducing power consumption of the I/O subsystem
by placing some disks in low power states. Chou et al. [8], [9]
and Kim et al. [24] propose strategies for energy-aware disk
scheduling by analyzing the arrival patterns of I/O requests.
All the above mentioned proposals used disk simulators and
analytical models for evaluating power/energy consumption
of parallel I/O systems. Moreover, suggestion of powering
down or placing disks in lower power states is infeasible
on large scale supercomputing systems, where hundreds of
users are simultaneously using the I/O subsystem. Because
the I/O subsystem is a shared resource, real-time analysis and
scheduling of I/O requests would likely increase application
overhead and lower energy efficiency. In contrast, this study

focuses on the energy efficiency of compute nodes. Typically,
compute nodes are dedicated to a single application and a
batch processing service is used to assign compute nodes to
an application.

Reducing parallel system energy consumption specifically
during parallel I/O phases has been studied by Ge et al.. In
[15], these authors investigate the impact of application’s I/O
access patterns, parallel file system deployment, and processor
frequency scaling on energy efficiency; this study shows the
feasibility of energy efficiency by processor frequency scaling.
Their SERA-IO middleware package has been shown to save
energy without effecting performance by intercepting MPI-
I/O calls and interleaving DVFS commands [18]. These two
studies were performed on a small-scale system in a dedicated
environment. In this study, we investigate the impact of
frequency scaling on compute nodes of a petascale Cray XC30
supercomputer, where the I/O subsystem is heavily shared by
hundreds of simultaneous applications.

C. Using Cray PMDB

Measuring power and energy consumption on Cray XC30
systems has become possible with the Cray Power Man-
agement Database (PMDB) [29]. First experiences of these
measurements were performed by Fourestey et al. [13] and
Austin et al. [2]. While Fourestey et al. [13] validated the
measurements of PMDB using various benchmarks, the latter
study focused on evaluating first order energy and performance
models using various compute intensive microbenchmarks. In
this paper, we study power, energy, and performance impacts
of I/O kernels retrieved from two highly scalable simulation
codes from plasma physics and accelerator physics.

III. MOTIVATION AND APPROACH

The parallel I/O software stack contains multiple layers
of software. As shown in Figure 1, scientific applications
often use high-level I/O libraries, such as HDF5 [34] or
NetCDF [35] to read or write data arrays to and from parallel
file systems. These libraries internally use POSIX-IO and MPI-
IO [10] middleware to perform I/O. I/O optimization layers,
such as I/O Forwarding Layer [1] and the Scientific Data
Services framework [11], perform optimizations such as data
organization or redirection of I/O calls to different views of
data to take advantage of parallelism available in file systems.
All these different layers are interdependent to achieve efficient
I/O performance.

Each of the parallel I/O software layers offers tunable pa-
rameters. For example, in the HDF5 layer, selecting chunking
sizes to write multi-dimensional arrays improves future reads
of the chunked data. MPI-IO offers two-phase I/O parameters
that applications can use to reduce the number of readers or
writers that interact directly with the file system. File systems,
such as Lustre, allow users to set the number of storage targets
to write data to and the size of contiguous chunks of data
on each storage target. Optimizing I/O by selecting the right
configuration of the above mentioned software layers improves



Fig. 1. Various layers of software in the contemporary parallel I/O stack

Fig. 2. Banded computation and I/O phases present in various parallel
scientific simulations, where all MPI processes of a simulation perform
computation and collectively perform I/O, i.e., the following computation
phase starts after all the processes finish I/O.

I/O performance [3]. In our previous research, we have exten-
sively studied tuning these parameters automatically.

Optimized configurations provide improved I/O perfor-
mance that, in turn, results in less energy consumption. Since
many scientific simulations perform computation and I/O in
alternate phases (shown in Figure 2), we postulate that energy
consumption can be further reduced by maintaining to higher
performance power states during computation phases, and low-
ering CPU frequencies on compute nodes during application
I/O phases. We are encouraged by the observation by Ge et al.
that energy consumption can be reduced by up to 28% with
DVFS for various I/O patterns on a small-scale cluster [15],
[18] .

In this paper, we investigate the above mentioned hypothesis
on a large-scale supercomputer, where the interconnect net-
work and the I/O subsystem resources are shared by hundreds
of concurrent jobs. The compute nodes for running our jobs
are not shared by other users. Hence, we reduce the power
consumption of CPU cores by setting the power state of a
node. We note that other than the compute nodes, all the other

resources, i.e., network and I/O subsystem, are unaffected by
setting the power state of the nodes. This ensures other jobs
running on the system are unaffected. We discuss the details
of the system, the I/O kernels we used in this study, and I/O
time and power/energy measurement methods in the following
section.

IV. EXPERIMENTAL SETUP

A. Platform

We performed our experiments using ’Edison’, a Cray XC30
located at NERSC. Edison’s compute partition consists of
5576 compute nodes. Within each compute node are two 2.4
GHz 12-core Intel Ivy-Bridge processors and 64 GB of 1866-
DDR3 DRAM.1 Compute nodes communicate through a a
Cray Aries interconnect [12], which supports injection rates
of 10 GB/s bi-directional bandwidth per node. The first two
tiers of the Aries’ dragonfly topology have ample bandwidth
to support the full injection rate. The rank-3 network provides
11 GB/s global bandwidth.

Edison has a total of 7.4 PB of “scratch” storage provided
by a Cray Sonexion 1600 Lustre appliance. The aggregate
scratch space is partitioned among three scratch file systems.
Our experiments are performed on the “scratch3” file system.
Scratch3 has 36 object store servers (OSSs), 144 object store
targets (OSTs) and provides 3.2 PB capacity with 72 GB/s I/O
bandwidth. For all of our experiments, files are striped across
all 144 OSTs.

B. I/O Kernels

We use two parallel I/O kernels in this evaluation: VPIC-
IO and VORPAL-IO. These kernels are derived from two
applications, Vector Particle-In-Cell (VPIC) [5] and VORPAL
[30]. These I/O kernels represent two distinct I/O write motifs
with different data sizes.

1) VPIC-IO: VPIC is a highly optimized and scalable
particle physics simulation developed by Los Alamos National
Lab [5]. VPIC-IO uses H5Part [21] to create a file, write eight
1D array variables and close the file. The H5Part API provides
a simple veneer for issuing HDF5 calls corresponding to a
time-varying, multi-variate particle data model. We extracted
all the H5Part function calls of the VPIC code to form the
VPIC-IO kernel. The particle data written in the kernel is
random data of float data type. The I/O motif of VPIC-IO
is a 1D particle array of a given number of particles and each
particle has eight variables. For the weak-scaling tests, the
I/O kernel writes 8 million particles per MPI process and the
total size of the file increases as the number of MPI processes
increases. For strong scaling results, we vary the number of
particles per MPI process based on the total file size.

2) VORPAL-IO: This I/O kernel is extracted from a com-
putational plasma physics framework application simulating
the dynamics of electromagnetic systems, plasmas, and rar-
efied as well as dense gases, named VORPAL developed by

1Edison’s memory frequency was recently upgraded from 1600 MHz.



TechX [30]. This benchmark uses H5Block [21] to write non-
uniform chunks of 3D data per MPI process. The kernel
takes 3D block dimensions (x, y, and z) and the number
of components as input. In weak scaling experiments with
this kernel, we used 3D blocks of 100x100x60 with different
number of processors and the data is written for 20 time steps.

C. Measurements

1) I/O time measurements: The VPIC and VORPAL-I/O
kernels initiate data structures of corresponding simulations
with random data and write data to file system. Both kernels
use MPI-IO in collective I/O mode, where the H5Part/H5Block
uses Lustre optimizations. The H5Part/H5Block in the Lustre
optimization mode sets the number of MPI-IO aggregators
equal to a multiple of the number of Lustre OSTs. As
mentioned earlier, we have used all the 144 OSTs available
on the Lustre file system we used and have set the stripe size
as 32 MB for all the experiments. We have measured the I/O
time by using gettimeofday() calls before opening the file and
after closing the file. This interval includes the time to open a
HDF5 file in write mode, to write metadata of HDF5 datasets,
to write the data to file system, and to close the file. As shown
in Figure 2, we select the maximum I/O time of all the MPI
processes assuming all the processes wait until the I/O phase
is finished.

2) Energy and Power measurements: Edison compute
nodes include a counter that records the total energy used by
the node. The Cray power monitoring utility makes the energy
counter available to the user through a memory mapped file.

We have written a small library to collect the energy counter
data from all nodes in a job. One library function is used to
sample and record the initial time and energy counters when
the code enters a region of interest. A second function samples
the final values and adds these elapsed time and energy to the
node’s accumulated counters. At the end of the job, the library
aggregates the single-node measurements, and prints the total
energy, walltime and average power to standard output.

The energy measurement reported by our library does not
include contributions from the interconnect or the file system.
These are important components of the total energy of our
I/O benchmarks, but these are shared resources and it is not
possible to distinguish the file system energy used by our job
from others on the system.

The Cray PM tools give users control of the frequency,
and (indirectly) power used by CPUs on compute nodes. At
run time, users may set the CPU frequency for a single job
using the aprun --p-state option to select a frequency
between 1.2 and 2.4 GHz. For example, to run an MPI job with
2048-cores at a --p-state of 1.8 GHz, we use the following
command, where exec and args are an MPI application
executable name and the arguments of the application.

aprun --p-state=1800000 -n 2048 exec args
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Fig. 3. Weak Scaling of VPIC-IO and VORPAL-IO - I/O Rate in GB/s

V. RESULTS

In this section, we present the I/O rate (in GB/s), power
consumption, energy consumption, and energy efficiency (in
MB/s/Watt) of VPIC-IO and VORPAL-IO kernels with weak
scaling and of VPIC-IO kernel with strong scaling. For weak
scaling tests, the data written by each kernel increases pro-
portionately with the number of cores used. We increased
the number of cores from 2048 (2K) to 16384 (16K). Since
the measured I/O time is the maximum time of all the MPI
processes, the I/O rate may be less than the possible I/O
bandwidth of the system if an MPI process takes more time to
write data than all the other processes. We use the ratio of the
I/O rate and the power consumed as the energy efficiency (in
MB/s per Watt). In previous studies of I/O energy [15], [18],
the same metric was used for measuring energy efficiency. For
strong scaling tests, we have studied the VPIC-IO kernel in
writing a fixed amount of data at all concurrencies. As the data
size does not scale evenly for the VORPAL-IO kernel, we have
limited the strong scaling study to the VPIC-IO benchmark.
We have varied the frequency of CPUs from 1.2 to 2.4 GHz,
with 0.2 GHz increments and compared with the default setting
on Edison. The default state dynamically adjusts the CPU
frequency between 2.4 and 3.2 GHz, depending on the thermal
budget of the chip.

A. Weak Scaling - VPIC I/O and VORPAL I/O

Figures 3, 4, 5, and 6 show the I/O rate, power consumption,
energy consumption, and energy efficiency, respectively, of
VPIC-IO and VORPAL-IO kernels for different concurrencies
with varying CPU frequencies. From Fig. 3, we can see that
at a given concurrency, VPIC achieves higher I/O rates than
VORPAL-IO, while for a given frequency, VPIC requires
fewer cores (4K) to maximize I/O rate than VORPAL-IO (8K).
The I/O rates of both kernels roughly double between the 1.2
and 2.4 GHz settings. This is a strong sensitivity and further
study is needed to understand the role of CPU activity during
the I/O phase.

Figure 4 shows that power consumption increases linearly
between 1.2 and 2.4 GHz, and jumps by 25% for the default
p-state. Closer inspection shows that the power per node is
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Fig. 4. Weak Scaling of VPIC-IO and VORPAL-IO - Power consumption

Fig. 5. Weak Scaling of VPIC-IO and VORPAL-IO - Energy consumption
per node
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Fig. 6. Weak Scaling of VPIC-IO and VORPAL-IO - Efficiency (I/O rate
per Watt [MB/s/Watt])

Fig. 7. Percent improvement of energy and energy efficiency for the I/O
kernels

independent of concurrency or I/O workload. In Figure 5,
the total energy per node for the VPIC I/O benchmark is
generally independent of CPU frequency, but the turbo-boost
(enabled by the default p-state) increases energy use. Vorpal-
IO uses more energy per node at higher concurrencies, and
has minimum around 2.4 GHz that become more pronounced
when more cores are used.

Fig. 6 shows the energy efficiency (in MB/s/Watt) combin-
ing the energy consumption and the I/O rate for the kernels.
Similar to energy consumption, the efficiency was highest
when the frequency was set at 2.2 GHz for five out of the eight
experiments (VPIC-2K, VPIC-4K, VORPAL-2K, VORPAL-
8K, VORPAL-16K). The highest energy efficiency for VPIC-
8K, and VPIC-16K, VORPAL-4K were observed at 1.4 GHz,
at 1.6GHz, and at 1.8GHz, respectively.

In Fig. 7, we show the energy savings for the kernels
at different concurrencies compared to the default energy.
The energy savings vary between 7.6% and 33% for these
kernels. Fig. 7 also shows the energy efficiency improvement
(in percent), where we can see that it ranges between 8% and
52%. Further study is needed to reduce the I/O rate degradation
with frequency reduction to improve the energy efficiency
significantly at lower frequencies.

B. Strong Scaling - VPIC I/O

Figures 8, 9, and 10 show the I/O rate, energy consumption,
and energy efficiency of VPIC-IO kernel for a fixed problem
size, different concurrencies and variable CPU frequencies.
The power per node measurements matched those of Fig. 4.

The I/O rates shown in Fig. 8 increase between 2K and
4K core counts, but not between 4K and 8K. This suggests
that performance of the I/O subsystem can be saturated with
fewer than 4K cores. However, the I/O rate increases with
CPU frequency at all concurrencies tested. This is reflected
by the similar energy per core measurements with 8K and 4K
cores— both have a broad and shallow (10% of the default
p-state) energy minimum around 2.2 GHz. With 2K cores, the
total energy use is higher, and the energy minimum is more
pronounced (20% of the default p-state) and shifts to 2.4 GHz.

In Fig. 10, we observe the highest energy efficiency at
2.4 GHz for VPIC-2K, at 2.2 GHz for VPIC-4K, but the
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Fig. 8. Strong Scaling of VPIC-IO - I/O Rate in GB/s

Fig. 9. Strong Scaling of VPIC-IO - Energy consumption per node

energy efficiency of VPIC-8K experiment does not depend
strongly on CPU frequency . The energy efficiency improve-
ment is between 12% and 25%. Energy efficiency decreases
with concurrency because the I/O rate approaches its maxi-
mum between 2K and 4K cores, but power use increases in
proportion to node count.

VI. CONCLUSIONS

In this study, we presented our initial evaluations of compute
node energy consumption with frequency scaling on a Cray
XC30 and corresponding parallel I/O performance. We studied
the scalability of two I/O kernels, extracted from plasma
physics and accelerator physics simulations. We have shown
that performance degrades significantly as frequency reduces.
However, the energy consumption is minimal neither at the
lowest power-state or at the highest. Among our observations
with weak scaling of the two I/O kernels, each at three
concurrencies, the lowest energy was consumed when we
used a CPU frequency of 2.2 GHz compared to the default
frequency. While the achieved I/O rate was highest with
the default CPU frequency for all the observations, the best
energy efficiencies, i.e., I/O rate per Watt, was achieved with
2.2 GHz in 5 out of the 8 observations. The lowest energy and
energy efficiency with the other observations was achieved
with 1.8 GHz frequency, although those with 2.2 GHz was

Default 

Fig. 10. Strong Scaling of VPIC-IO - Efficiency (I/O rate per Watt
[MB/s/Watt])

approximately similar. The energy savings with the best energy
efficiency is between 7.6% and 33% and the energy efficiency
benefit is between 8.2% and 52%.

While this is the first study of energy and parallel I/O
energy efficiency on massive-scale supercomputers, we ob-
served significant variance in I/O rates and energy consump-
tions. As the I/O subsystem is shared by numerous users,
the variation will be notable. Dynamic frequency scaling
to accommodate to those variations has potential to save
energy further. Understanding these behaviors and applying
dynamic scaling requires further investigation. Another area
to investigate include setting the power states only for the
cores, instead of setting them for an entire compute node. We
suspect that memory controller and DRAM also are moving
to lower power state degrade I/O performance substantially.
We will investigate the impact of fine grain frequency scaling
to avoid I/O performance degradation. We will also explore
MPI-IO settings, such as independent I/O mode and setting
the aggregators in collective I/O based on topology.
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