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Summary

The Scientific Data Management Center focuses on the application of known and emerging data management technologies to scientific applications.  The Center’s goals are to apply and deploy software-based solutions to the efficient and effective management of large volumes of data generated by simulation and analysis of scientific applications.   Our purpose is not only to achieve efficient storage and access to the data using specialized indexing, compression, and parallel technology, but also to enhance the effective use of the scientist’s time by eliminating unproductive simulations, by providing specialized data mining techniques, and by automating time consuming tasks. Our approach is to work closely with application scientists in various domains on specific problems that will enhance their ability to achieve new scientific insights.
Introduction

The main purpose of the Scientific Data Management Center is to simplify and accelerate the scientist task of managing scientific data, so that they spend more time on performing their science and less time managing data.  Terascale computing and large scientific experiments produce enormous quantities of data that require effective and efficient management. The task of managing scientific data is so overwhelming that scientists spend much of their time managing the data by developing special purpose solutions, rather than using their time effectively for scientific investigation and discovery.
To achieve this goal we developed an organizational framework based on four data management thrust areas and four storage tier levels.  Our framework was developed by selecting technical thrust areas that are needed to support scientific data management and by partitioning each thrust area into tiers based on the level of data abstraction used.  The four thrust areas are:

1. Storage and retrieval of very large datasets

2. Access optimization of distributed data

3. Data mining and discovery of access patterns
4. Access to distributed, heterogeneous data 
Four tier levels are (based on the level of data abstraction): 

1. The storage level: refers to the way each file is stored in and accessed from physical storage

2. The file level: refers to the placement of files in disk or tape resources

3. The dataset level: refers to optimization strategies that span all the files in the dataset 

4. The dataset federation level: refers to access of multiple, heterogeneous, distributed datasets

For each thrust area and tier level, the SDM Center includes one or more laboratories and/or universities that have already developed and/or deployed relevant software components.  Our approach is designed to bring to fruition these technologies by enhancing, packaging, integrating, and using them as components for multiple scientific applications.  The organizational structure and tasks within it is shown in Figure 1.
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                     Figure 1: The organization of tasks according to thrust areas and tier levels

The following principles guide the work in the center:
1) Select specific problems in specific scientific application areas.

2) Work closely with individual scientists on problems they consider important.

3) Apply solutions as soon as possible, and derive new unsolved problems from real experience.
4) Apply our solutions to one scientific area first, and then expand to new areas.

This approach served us well.  We have focused on specific problems in the scientific domains of Climate Modeling, Astrophysics, Biology, High Energy Physics, and Combustion Modeling.  Working closely with the scientists in these domains, we applied and developed data management techniques that are useful in simplifying the management, accelerating the access, and gaining insight into the data.
The center is also unique in having a dedicated facility at ORNL where early tests of software on dedicated hardware platforms can be used, as well as running production work. 
Organization & Management
In order to ensure vertical integration in each of the thrust area, the center has “area leaders” that coordinate meetings and integration in their respective areas.  Accordingly, these areas defined specific tasks, specific scientific application areas, and specific technologies to apply.  
The coordinate the activities of the center, we have set up the following regular activities:

1) Weekly conference calls to coordinate the activities; each call is dedicated to one of the four areas.
2) Special conference calls are scheduled to discuss specific topics in depth.
3) Half-yearly all-hands meeting, where we present progress, plans, and have inter-area sessions.
4) Participating in PI meetings, preparing posters, presentations, etc.

5) Participating in other SciDAC project meetings.
The Center’s four activity areas are:
· Parallel and Grid I/O Infrastructure

· Gleaning insight from scientific simulation data

· Distributed, Heterogeneous, Data Integration
· Efficient Processing and Access of Very Large Datasets
The names chosen for these activity areas are intended to reflect the current work, and may change over time.   Each of these areas targets one or more representative scientific domains.  The rest of this report is organized according to these four areas.
Parallel and Grid I/O Infrastructure

(Astrophysics and Climate)

Summary

Many scientific applications are constrained by the rate at which data can be moved on and off storage resources.  The goal of this work is to provide software that enables scientific applications to more efficiently access available storage resources.  This includes work in parallel file systems, optimizations to middleware such as MPI-IO implementations, and the creation of new high-level application programmer interfaces (APIs) designed with high-performance parallel access in mind.
Introduction

Today’s scientific applications demand that high performance I/O be part of their operating environment.  These applications access datasets of many gigabytes (GB) or terabytes, checkpoint frequently, and create large volumes of visualization data. Such applications are hamstrung by bottlenecks anywhere in the I/O path, including the storage hardware, file system, low-level I/O middleware, application level interface, and in some cases the mechanism used for Grid I/O access.  This work addresses inefficiencies in all the software layers by carefully balancing the needs of scientists with implementations that allow the expression and exploitation of parallelism in access patterns.
Just above the I/O hardware in a high-performance machine sits software known as the parallel file system.  This software maintains the directory hierarchy and manages file data distribution across a large number of I/O components.  Our parallel file system implementation, the Parallel Virtual File System (PVFS), can provide multiple GB/second parallel access rates, is freely available, and is in use at numerous academic, laboratory, and industry sites.  PVFS will operate on both IA32 and IA64 Linux, making it a useful tool for clusters of any size, and will be the first parallel file system running on the Cray Red Storm machine.  Figure 2 shows measured PVFS read performance for a 16-server configuration at the Ohio Supercomputer Center.

Above the parallel file system is software designed to aid applications in more efficiently accessing the parallel file system.  Implementations of the MPI-IO interface are arguably the best example of this type of software.  This software provides optimizations that help map complex data movement into efficient parallel file system operations.  Our implementation of the MPI-IO interface, ROMIO, is freely distributed and is the most popular MPI-IO implementation for both clusters and a wide variety of vendor platforms.

MPI-IO is a powerful but low-level interface that operates in terms of basic types, such as floating point numbers, stored at offsets in a file.  Scientific applications desire more structured formats that map more closely to the structures applications use, such as multidimensional datasets.  File formats that include attributes of the data, such as the input parameters and date of creation, and are portable between platforms, are also desirable.  The Hierarchical Data Format (HDF5) interface, popular in the astrophysics community among others, is one such high level API.  HDF5 uses MPI-IO for parallel I/O access as well. 
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Figure 2: PVFS Read Performance at Ohio Supercomputer Center

Summary of Accomplishments

Our previous work on PVFS and ROMIO forms a solid technology base for new capabilities that address issues in scientific computing in general and in specific communities.  Four examples are: enhanced I/O request capabilities for PVFS and ROMIO, automatic access pattern detection and hint generation, Grid I/O access through MPI-IO, and the Parallel NetCDF (Network Common Data Form) interface.

Noncontiguous Access.  Scientific applications, especially those using high-level APIs such as HDF5 or NetCDF, access structured data within files.  These access patterns can be described with MPI-IO; however, they do not map well to the traditional block access interfaces of most file systems.  By providing file system support for more structured accesses, and supporting this mechanism in ROMIO, our performance improves by two or more orders of magnitude for many common multidimensional array accesses.  This work is applicable to most applications running on clusters today and is available in current PVFS and ROMIO releases.
Automated Hint Generation.  Likewise, detecting the patterns of access of scientific applications can aid in more efficient I/O access strategies.  Our automated hint generation work will provide a mechanism for automatically identifying hints that would increase performance for the application on subsequent runs. These hints can be passed to MPI-IO and used to tune the behavior of the MPI-IO and parallel file system layers.  Hint generation will be accomplished by the use of an automated system for detecting access patterns of scientific applications through analysis of log files generated during previous runs.  An input language for the pattern analysis tool has been defined.  A tool has been created to convert VisIt logs into this form, and a synthetic log generator has also been written to serve as a second source of input data.  Using the GNU R package a prototype pattern detection tool has been created.  Discussions within the group have targeted some possible MPI-IO hints that could be the output of this system.
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Figure 3: FLASH I/O Benchmark Performance

MPI-IO to the Grid.  Some applications now operate on data located across the wide area network (WAN).  Unfortunately for scientists, most of the APIs that they are accustomed to using to access data stored locally will not currently operate on data stored remotely.  Grid-enabling ROMIO will allow existing applications to access remote data sources with no significant work on the part of scientists.  This should significantly improve the usability of Grid I/O resources.  Currently this work is in the design phase.  We have targeted the upcoming XIO interface from the Globus group as the interface that we will use to hook ROMIO to Grid I/O resources.  Since the XIO interface is still maturing, we are actively discussing the interface, its semantics, and its implications on parallel I/O systems with the XIO developers.


Parallel NetCDF.  Our Parallel NetCDF work provides a new interface for accessing NetCDF data sets.  NetCDF is a high level API widely used in the climate and fusion areas.  Our new parallel API closely mimics the original API, but is designed with scalability in mind and is implemented on top of MPI-IO.  Synthetic benchmarks show significant performance and scalability improvements over previous efforts. More importantly, the FLASH astrophysics I/O benchmark ported from HDF5 to parallel NetCDF shows checkpoint operations take 20-50% less time with Parallel NetCDF (Figure 3).  This is because our Parallel NetCDF implementation better matches application I/O to MPI-IO operations than does HDF5.

Future Plans

Noncontiguous Access.  The next logical step in supporting structured access to a parallel file system is the ability to pass structured data descriptions, like MPI datatypes, directly to the file system.  This capability is important for concisely describing regularity in access patterns.  Regular patterns are routinely seen in accesses to dense multidimensional datasets.  We are in the process of prototyping this support.  Some applications, such as the ASCI Flash application, cannot benefit from the List I/O support because characteristics of their accesses (many, very small contiguous regions) cannot be concisely described with List I/O operations.  However, these new “Datatype I/O” operations can express these accesses concisely.

Automated Hint Generation.  While initial work in this area has been encouraging, it is important that we create prototypes that will use the capabilities of this system with some real applications.  Since VisIt logs are already understood by the hint generation system, this is an obvious first choice.  In the following year we will be working to create a prototype that shows the complete approach, from initial log file generation to subsequent runs leveraging automatically generated hints.
MPI-IO to the Grid.  Adding support for Grid I/O resources under ROMIO is relatively straightforward once the interface to the Grid I/O resources has been finalized.  In the short term we will continue to interact with the Globus group in an effort to ensure that the XIO interface includes List I/O support and to ensure that the XIO interface semantics are amenable to parallel I/O.  Once this interface has stabilized we will implement the necessary hooks to provide this key support.

Parallel NetCDF.  This software package continues to mature as application groups work with the software.  We have checked the software into a revision control system and created a web page in order to provide the community with easy access to the software and to aid in debugging.  Our efforts over the coming year will focus on building a more complete test suite, analyzing and improving the performance of the software, and working with application scientists to foster the use of this work in the high performance computing community. 
Collaboration With Others

Scientific Visualization.  Our work in optimized noncontiguous accesses for PVFS and ROMIO has led to collaborations with the Futures Laboratory at ANL.  This work is of immediate benefit to their tile reading applications, resulting in a threefold improvement in read performance.  Details of this work and its benefits for the tile reader application can be found in [CCCL’03].

ASCI Flash.  Our early work in analyzing the performance of the Flash I/O benchmark led to immediate performance improvements and a better understanding of some of the performance characteristics of HDF5 [RNCZ’01].  Our work on Parallel NetCDF promises to solve performance problems that we were unable to avoid using HDF5, and support for Parallel NetCDF will be included in upcoming releases of Flash.

ASPECT.  The ASPECT data analysis and visualization tool relies heavily on high performance I/O in order to provide scientists with an interactive environment for data exploration.  Particularly as they move towards a “run and render” approach for monitoring applications as they run, high performance I/O becomes ever more important.  We are working with the ASPECT team to provide them with an efficient underlying I/O system, including PVFS, ROMIO, and Parallel NetCDF.  This complete system was demonstrated at SC2002.
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Gleaning insight from scientific simulation data

(Climate and Astrophysics)

Summary

Terascale computing enables simulations of complex natural phenomena, on a scale not possible just a few years ago. With this opportunity, comes a new problem – the massive quantities of data produced by these simulations. However, answers to fundamental questions about the nature of the universe remain largely hidden in these data. The goal of this work is to provide a data-understanding infrastructure to help simulation scientists perform dynamic analyses of these raw data to extract knowledge.
Introduction

Terascale computing enables advanced simulations that probe deeply into natural phenomena, on a scale not possible just a few years ago. However, terascale simulations in astrophysics, climate modeling, and other scientific applications produce so much data that answers to fundamental questions about the nature of the universe are hidden — needles in a huge haystack. 

The next, immensely challenging step is to analyze these data so we can identify important properties of a phenomenon and understand how they are related. To do so we need a data-understanding infrastructure that will let scientists employ a wide range of analysis and visualization tools without having to deal with the intricacies of accessing and moving data. This infrastructure must consist of a fully integrated suite of software tools and algorithms for data storage, transfer, analysis, and visualization. The DOE SciDAC program has provided an unprecedented opportunity to establish a collaborative multi-disciplinary team to tackle this challenge resulting in the development and deployment of a prototype of this infrastructure, called ASPECT, as part of the Scientific Data Management (SDM) ISIC center.

Summary of Accomplishments

The ASPECT activity has advanced the state of the art in several newly emerging data management technologies and applied them to these problems, targeting the needs of specific SciDAC related projects in Astrophysics and Climate Modeling.

Data Reduction. Work in the Astrophysics domain is based on a collaboration with the SciDAC TSI and targets specifically their large volume of data.  A new block-based adaptive method of data reduction achieved 30-fold compression of 3D data with 99% accuracy.  
Data Understanding with Feature Extraction. In Climate Modeling, like in many other scientific domains, the problem of interpreting the data is paramount.  One activity coupled PCA and ICA data mining techniques with application-specific knowledge to isolate the effects of El Nino signals from global temperatures, contributing to better understanding of observed climate phenomena. Another activity led to the discovery that global warming affects winter temperatures the most and summer temperatures the least.  

Advanced Data Mining Algorithms. Most data mining algorithms break down on data sets beyond 10 gigabytes, as they may require years on terascale computers. One approach was to develop a set of efficient algorithms targeting data distributed over a network. Previously, researchers required transferring such large amounts of data to a central powerful computer, which was impractical. Now analyses are done on local data and the results are combined with very low data transfers.  As a result, with our algorithms it takes only a few minutes to compute Empirical Orthogonal Functions (EOFs) of climate data, where previously three hours were required.

“Run and Render” Simulation Cycle with ASPECT. Scientific simulations such as climate modeling and supernova explosion typically run for at least one month and produce datasets of one to ten terabytes per simulation. We developed a “run and render” system that enables effective and efficient monitoring of data generated by long running simulations through a GUI-based interface to a rich set of pluggable data analysis modules and visualization. Thus, if a simulation seems to be heading in the wrong direction it can be corrected early, saving a tremendous amount of unnecessary computation and data storage resources. 
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Progress Towards Milestones

Data Reduction (ORNL)

Many scientific simulations routinely produce data sets of many terabytes. Analysis and visualization of such data sets is impossible. Data reduction is critical.

We have developed a truncated singular value decomposition based algorithm for adaptive data reduction [OGSM’03]. The new method works by only transmitting a significantly reduced data representation for each time period, which is then used to reconstruct the original field to a pre-specified precision. The field is partitioned into spatially contiguous segments, thus exploiting spatial homogeneity in small areas.  A truncated singular value decomposition based algorithm applied across the segments exploits correlations between segments.  A resulting set of pseudo-segments and a set of weights are used to optimally reconstruct the field for a specified level of precision. The amount of data required adapts to the amount of similarity among groups of segments and the homogeneity within segments.  Reconstruction of the field is of linear time complexity. No special assumptions are made on the structure of the field, making this method viable across many disciplines.
An application of this technique to data from the SciDAC Terascale Supernova Simulation project produced reduction factors ranging from 15 to 200 over the course of the simulation (Figure 3) while maintaining 99% data variability and producing visually indistinguishable images (Figure 4). This dramatically increases the scientists’ ability to assimilate the simulation results. 
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Data Understanding (LLNL)

This work addresses the separation of climate signals using dimension reduction techniques. Understanding changes in global climate is a challenging scientific problem.  Simulated and observed data include signals from many sources, and untangling their respective effects is difficult. Isolating the effects of different sources is critical for meaningful comparisons between different models. 

Current approaches for separating volcano and El Niño-Southern Oscillation (ENSO) signals in global mean data involve parametric models and iterative techniques [Sant’01]. In this project, we investigated alternative methods based on principal component analysis (PCA) and independent component analysis (ICA) [HKO’01]. Our goal was to determine if such techniques could automatically identify the signals corresponding to the different sources, without relying on parametric models. To accomplish our goals, we have been collaborating with Dr. B.D. Santer from the Program for Climate Modeling and Intercomparison (PCMDI) at LLNL. 

In the first stage, we investigated ICA in the context of artificial climate series. We found that the method worked well under the standard ICA assumptions, and separated well the individual components from observations that are linear mixtures of independent source components.   

In the next stage, we investigated the performance of ICA on actual climate data from NCEP. We found that two important data pre-processing steps were required before we could successfully apply ICA: 1) instead of working with global mean data, we calculated zonal means by averaging the temperatures over the latitudes, and 2) instead of applying ICA directly to the data, we used first PCA to reduce the dimension of the data. As a result, we successfully isolated the ENSO component in zonally averaged global monthly temperatures. 

Figure 5 shows our estimate of the monthly ENSO component obtained by applying ICA to the PCA bases (blue), and the Nino region 3.4 series (red), which is a standard index used to monitor ENSO events. The maximum correlation of 0.76 between the two series is achieved at a three-month lag, and indicates an excellent match. The fact that we isolated this surface phenomenon in the original multilevel data is scientifically significant.
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Figure 5. The close match of the estimate obtained with our innovative dimension reduction method (blue) and the ENSO index (red) indicates the success of our approach.

Thus, by combining domain knowledge with our expertise in advanced dimension reduction and signal separation techniques, we successfully identified the ENSO component in global temperature series (www.llnl.gov/casc/sapphire/pubs.html) [FK’03a-c, FK’02a-c, KF’01].  We introduced a novel signal processing technique and demonstrated its utility, in solving the separation problem of scientific interest. 
Application specific data analysis pipelines (ORNL). 

The key challenge is to provide a means for representing/summarizing the simulation data to provide a comprehensive understanding of how individual properties of a physical phenomenon are related.  Since scientific datasets differ dramatically across applications, it is unlikely that a single solution will work.  Therefore, several application-driven data analysis pipelines that are proven to be useful must be constructed. 

In collaboration with the SciDAC TSI, we have developed a technique that generates concise displays of a supernova simulation by statistical compression over one or more time/space dimensions. The reduction function can be any of a number of standard statistical reductions (e.g. mean, median, range, min or max) or any special user-supplied function.  These views provide a compact summary of important characteristics of time or space evolution of the entire simulation and provide a new effective means of comparison between various 2D and 3D simulation models. One of these views of an entire simulation is in Figure 4.  The successful utilization of such displays for explaining and quantifying the stability of standing, spherical accretion shocks that arise in a 2D simulation of a core collapse supernovae was demonstrated by the SciDAC TSI team [BM’02]. The technique is quite general for summarized representation of simulation data fields over time in other scientific domains.
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In collaboration with the SciDAC CDCCSM, we have developed a novel method for characterization of climate simulation dynamics via attractors computed by Empirical Orthogonal Functions (EOF) analysis. EOF analysis of individual variables gives interpretable EOF maps and new simulation summaries through pair-wise EOF time series plots.  Because of the periodic nature of climate variability, the pair wise plots produce an attractor-like description of the simulation.  Figure 6 shows the pair-wise dynamics for 5 pairs of the top six components; all are 2-D projections of the same 1620-D object.  For example, the component in the middle illustrates that global warming affects winter temperatures the most and summer temperatures the least. Thus, attractor views provide means of identifying various known climate phenomena such as global warming or El Nino as well as a means of developing new multi-year cyclic behavior patterns.

Data Mining Algorithms (ORNL)

Most data mining algorithms break down on data sets beyond 10 gigabytes. We developed communication-inexpensive methods (RACHET, DPCA, DFastMap, DMST, XMap) and deployed them within ASPECT [ASOL’02, OS’03, PSOG’03, SOGM’02, QOSG’02]. They will enable scientists to perform cluster analysis and dimension reduction of distributed data on a computational grid. Cluster analysis and dimension reduction are fundamental to discovery and visualization of structure in high-dimensional data. The algorithms have been used on data-intensive applications including climate simulations and biological databases. 

To analyze simulated data, researchers previously required transferring such large amounts of data to a central very powerful computer. For massive distributed data sets, this approach is impractical. The central idea behind our distributed methods is that a software code ( not the data ( is moved to a remote host that is close to the data. The code performs local analyses on local data. The code transfers only minimum information to a merger site (e.g., desktop) where it is combined into a global analysis. Thus, by improving the efficiency of data mining algorithms an order of magnitude increase in feasible data size is achieved. In particular, the computation of the EOFs of climate data took a few minutes compared to three hours using the traditional Singular Value Decomposition (SVD) method.

“Run and Render” Simulation Cycle with ASPECT (ORNL).

ASPECT now has a coherent and easy-to-use data analysis and visualization infrastructure. Its modular architecture includes a number of key loosely coupled components: (i) a GUI front-end to a rich set of statistical data analysis algorithms developed by the R project, high performance distributed and streamline data mining algorithms and a comprehensive set of visualization features; (ii) a set of analysis servers that communicate with the GUI and one another; (iii) a transparent, unifying parallel I/O interface to NetCDF and HDF5 scientific data formats; and (iv) a parallel rendering engine built on top of ParaView.  Data reduction and data analysis algorithms are implemented as pluggable, dynamically loadable modules on each ASPECT server.  XML-based interfaces to these modules permit customization of the server and the GUI.  

The ASPECT team has produced about 33 thousand lines of code including 16K for the client GUI, 15K for the data analysis server, and about 2K for the server control engine. This does not include other packages integrated into ASPECT such as Sabul, NetCDF, HDF, MPI I/O NetCDF, MPI I/O HDF, Qt, and VTK.

Future Plans

ORNL’s ASPECT development and implementation will be focused on the following activities in FY2003 (see Appendix A “ASPECT Milestones & Deliverables” for more details):

1. Support for statistical data analysis visualization;

2. Support for enhanced scientific visualization on top of parallel VTK;

3. Development of application specific data analysis and visualization pipelines;

4. Development of parallel, distributed and streamline data analysis algorithms;

5. Support for animation and monitoring;

6. Support for distributed simulation model output inter-comparison;

7. Support for transparent NetCDF and HDF I/O and MPI I/O;

8. Demonstration of ASPECT on terascale applications (TSI and climate);

9. Official open source release with workshops and tutorials on ASPECT.

LLNL’s future plan is to continue to collaborate with Dr. Santer to refine the techniques and scale up current algorithms in order to separate more sources in climate data. The work will directly contribute to a better understanding of changes in global climate. In addition, in collaboration with ORNL and LBL, LLNL’s algorithms will be applied to other scientific domains requiring dimension reduction and source separation. 

Collaboration With Others

Scientific Visualization. In collaboration with various visualization and application groups including SciDAC TSI, DOE ASCI TSB, and DOE ASCI and Kitware Inc. ParaView, we have established a visualization architecture within ASPECT. It utilizes ParaView’s parallel rendering engine to meet the requirements of various target applications such as climate and astrophysics. 
Data Management and Networking. The ASPECT architecture is designed with end-to-end performance in mind. Bottlenecks in the I/O path or in data transmission are being addressed by various technologies. Collaboration with the SciDAC SDM parallel disk access project provides high-performance disk I/O. UIC’s Sabul network protocol improves network performance by an order of magnitude. Finally, high performance hardware and software established in the Probe project provide an ideal testbed for data storage and access as well as ASPECT’s deployment and experimentation. Our demonstration of the value of integrating these technologies as applied to the analysis and visualization of TSI supernova data was a success at The Supercomputing 2002 conference. 
Project Management. The Electronic Notebook (SciDAC SAM) has significantly eased the management of a project involving investigators across the country.

Personnel
LLNL: 
Chandrika Kamath – Project PI; Imola Fodor – PCA and ICA data analysis.

ORNL: 

Nagiza Samatova – Project PI, algorithms; George Ostrouchov – statistics and algorithms; Ian Watkins – ASPECT system architecture, GUI interface, control engine; Guruspradad Kora – visualization; David Bauer – data analysis engine & I/O; Hoony Park – data mining algorithms; Jennifer Golek – statistical data analysis, documentation.
Distributed, Heterogeneous Data Integration 
(Biology)

Summary 

The Internet is becoming the preferred method for disseminating scientific data from a variety of disciplines. This has resulted in information overload on the part of the scientists, who are unable to query all of the relevant sources, even if they knew where to find them, what they contained, how to interact with them, and how to interpret the results. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and use those sources almost exclusively. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information. We are developing an end-to-end solution using leading-edge automatic wrapper generation, mediated query, and agent technology that will allow scientists to interact with more information sources than currently possible. Furthermore, by taking a workflow-based approach to this problem, we allow them to easily adjust the dataflow between the various sources to address their specific research needs.

Introduction

Scientists spend much of their time searching and downloading data from the Internet.  This is especially true in the area of genomics, where new sources of information are added often.  The scientist has to find the data source, learn about their content, learn how to interact with them, accept data in various formats, and interpret the results.  A related issue is keeping up with current trends in information technology often taxes the end-user’s expertise and time. Thus instead of benefiting from this information rich environment, scientists become experts on a small number of sources and technologies, use them almost exclusively, and develop a resistance to innovations that can enhance their productivity. Enabling information based scientific advances, in domains such as functional genomics, requires fully utilizing all available information and the latest technologies.

In order to address this problem we are developing a end-user centric, domain-sensitive workflow-based infrastructure, shown in Figure 7, that will allow scientists to design complex scientific workflows that reflect the data manipulation required to perform their research without an undue burden. We are taking a three-tiered approach to designing this infrastructure utilizing 1) abstract workflow definition, construction, and automatic deployment, 2) complex agent-based workflow execution and 3) automatic wrapper generation. In order to construct a workflow, the scientist defines an abstract workflow (AWF) in terminology (semantics and context) that is familiar to him/her. This AWF includes all of the data transformations, selections, and analyses required by the scientist, but does not necessarily specify particular data sources. This abstract workflow is then compiled into an executable workflow (EWF, in our case
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XPDL) that is then evaluated and executed by the workflow engine. This EWF contains references to specific data source and interfaces capable of performing the desired actions. In order to provide access to the largest number of resources possible, our lowest level utilizes automatic wrapper generation techniques to create information and data wrappers capable of interacting with the complex interfaces typical in scientific analysis. The remainder of this document outlines our work in these 

three areas, the impact our work has made, and our plans for the future. 

Abstract Workflow Definition

A scientist describes his/her workflow in abstract, but semantically familiar terms and in a familiar context. For example, an AWF can be a directed graph, in which task nodes represent abstract (or virtual tasks). These abstract tasks do not 

have to deal with low-level intricacies of the existing web services that actually perform the tasks. 

In order to map the abstract tasks to executable web services, an abstract-as-view (AAV) definition has to be provided. For example, the abstract task "promoters", which computes the promoters of a gene, involves several smaller steps including sequence lookups at Genbank and BLAST computations. We describe AAV mappings in a logical rule language. The scientist/end-user will in general not need to deal with these definitions but only with the abstract tasks exported by them.

During the AWF design phase, when abstract tasks are chained together, semantics of task inputs and outputs are used to constrain to type-correct AWFs. Similarly, when the AWF has been translated into an executable workflow (EWF) of either local or web service invocations, the EWF is checked for data type correctness – if necessary, conversion steps are inserted (e.g., in the case of a genetic sequence complementation of 5' to 3' sequences or vice versa).

To date, the semantic and context part of the system is implemented as a "hard-wired" prototype as a CGI-based Perl tool. It implements two variants of "Matt's Promoter Identification Workflow" (PIW), shown in Figure 8.  The lessons learnt, in particular about the details of the application domain and PIW workflow, have been incorporated into the design of the generic service-based workflow a management prototype being developed by the P1 team and demonstrated at SC’02.
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Figure 8: Matt's Promoter Identification Workflow

The main achievement was the development of a revised system architecture in which a distinction is made between "scientist friendly" abstract workflows and executable workflows of web services. An initial approach to the technical challenges when translating abstract to executable workflows has been devised: the unfolding of a subset of AWFs (e.g., without recursion) into EWFs using AAV mappings. Currently, we use XPDL as the target EWF language.

Once the automatic AWF->EWF translation has been implemented and integrated into the prototype, we will be able to study the difference in effort between designing AWFs vs. EWFs. For now, there still remain several unresolved issues that make the translation technically challenging (e.g., the unfolding of recursive AAVs).

Complex Workflow Execution

We have developed and deployed an Alpha-prototype of the workflow construction and execution infrastructure and agents. To do that we are leveraging the workflow analysis and profiling effort described in the previous section .  While the work is intended to result in a technology applicable to service agent-based support of a general scientific workflow, current research and development activities are concentrating around bioinformatics workflows. Support of a workflow is envisioned as a suite of services that are being delivered over the network using appliance-like interfaces, either web-based (through browsers) or specially developed but portable interfaces (e.g., either Java-based programs running on the local platform, or web-browser interfaces). A set of primitive, domain-specific services have been developed and the solution will be generalized once they are well understood. We currently have basic service discovery, composition, data-access and data-analysis agent-based workflow support systems in place. Semantic and context analysis is still manual and being studied.  

Specifically, we have:
a) An integrated service-based support system for “Matt’s” workflows in alpha production state.

b) A GUI service composition, recording and playback sub-system based on open-source workflow engines and editors (Ofbiz workflow engine and JProcessEditor). This combination is creates and executes XPDL-based Workflows. The latest version of the GUI prototype is a browser-based applet, and supports complex workflows. The older version is a Java-based locally installed agent.

c) UDDI service registration server and toolset (IBM UDDI)

d) Services that are being delivered using Apache/Tomcat/AXIS-based SOAP.

Automatic Wrapper Generation 

To effect automatic canonical information wrapping, and thus insulate workflow construction process from low-level syntactic diversity among heterogeneous data and service sources, we are currently pursuing three related research efforts:  automatic wrapper generation, next generation web page clustering, and service selection enabled by adaptive query routing. 

XWRAP Composer generates wrapper code capable of recursively extracting information from multiple web/service pages instead of a single page. Most existing wrapper technology is only capable of extracting information from a single Web document. In this domain, however, a single query requires accessing multiple pages with different data structures. The main challenges to wrapping multiple pages are the need to capture the query control flow and the need to encode domain-specific semantic relationships between the pages. These wrappers generated by our Composer will be incorporated into the workflow engine. 

We have designed and developed an interface language and Scripting Language as components of the XWRAPComposer toolkit. The interface language allows wrapper developers to specify the interface used to invoke wrappers and the output format of the wrappers, including the object type, structure, and encoding scheme (e.g., XML, plain text, HTML, etc.). The scripting language provides wrapper developers a mechanism to encode control logic and extraction flow of multiple pages into the wrapper generation process. 

So far, we have produced a number of XWRAPComposer wrappers and their associated scripts, which have been used in our case-study pilot Bioinformatics scenarios. We plan to deliver the first release of the XWRAP Composer system by the end of March. Three XWRAP papers have appeared since fall 2001.

We continue to enhance the XWRAPComposer design and development and plan to incorporate a WSDL specification and SOAP interface to each wrapper generated by the Composer. In addition, we will add caching capability and continuous monitoring function into the wrapper code generated, allowing the wrappers to display the original pages where the information was extracted and to show the steps it took to obtain the content extracted.

We are working on new web-page clustering techniques that can outperform the current XWRAP heuristics. This new approach, THOR, is a two-phase clustering system that combines data clustering techniques with IR vector model to identify object-rich content regions in Web pages. The first phase clusters pages to discover answer pages with different templates, allowing the separation of content-rich answer pages from error pages and exception pages. The second phase clustering identifies all content rich regions in the answer pages. We are currently working on the initial implementation of THOR. 

Service selection enabled by adaptive query routing is required to select the best source to answer a query. If several sites contain effectively the same information, selecting the best site based on current performance is a challenging task, yet may dramatically impact the usability of a system. We are investigating approaches for dynamically selecting the best site based on current resource distributions. 

We are planning to complete the design and development of the first prototype of THOR in Summer 2003 and then incorporate it into the XWRAP Elite, an existing XWRAP system to test its ability. 

We have built an adaptive query routing system that can route queries to appropriate information sources based on the source capability profiles. We encode source query capability into the source profiles and combine with user profiles to create matching between users’ queries and source profiles. We are currently studying other alternative mechanisms to route queries, including using document-term frequency information as a means to model source capability. 

We plan to complete the design and development of the first prototype of the adaptive query routing (AQR) enabled Service selection system by end of 2003.
Impact on Applications

Our domain scientist (Matt Coleman) is now using the prototypes and "custom workflows" developed by this effort. This prototype implements an in part hard-wired workflow that is directly relevant to Matt’s research goals. This prototype utilizes wrappers generated by XWRAPComposer, the end-user GUI developed by our team, and services hosted on project servers. While we have duplicated this workflow using our initial, distributed workflow infrastructure, we have not yet upgraded Matt to this more flexible workflow environment.  

Despite having access to only our initial prototype, Matt has used our infrastructure to perform research that has lead to two scientific papers in significantly less time than would have been possible using traditional approaches. This early success indicates that our three-tiered approach to developing a workflow-based infrastructure for scientific data integration is a promising approach.
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Efficient Processing and Access of Very Large Datasets
 (High Energy Physics, Combustion, Astrophysics)

Summary

Large-scale experiments and simulations produce several terabytes of data per run, and are projected to reach hundreds of terabytes or even petabytes as computing power increases.  In this area we are applying technology to speed up the access and exploration of very large data sets. The technology used in this project includes efficient compressed bitmap indexing techniques, cache management for file sharing, and agent-based parallel processing of very large datasets.

Introduction

We applied several technologies to tackle the problem of accessing large datasets.  First, we have used Storage Resource Managers (SRMs) as front ends to a Mass Storage System (HPSS) and Shared Disk Resources.  Second, we applied a compressed bitmap indexing method (called FastBit) developed by our research program as a means to find the relevant data on the tape system.  We applied both to the STAR High Energy Physics experiment.  Third, we applied and extended the compressed bitmap indexing technology to the problem of feature tracking in Combustion Modeling.  The extensions involved developing algorithms for “region growing” and “region tracking” over time steps.  Fourth, we have developed new more efficient caching algorithms for efficient management of SRM disks.  Fifth, we applied agent technology to operate in parallel on a large Astrophysics dataset in order to quickly analyze and visualize that dataset.

Summary of Accomplishments

Optimizing shared access to tertiary storage (LBNL, ORNL)
The overall goal of this task is to provide an end-to-end solution to the scientist accessing large datasets from tertiary storage.  This approach is depicted in the diagram in Figure 9 which represents the system developed and demonstrated at the Supercomputing 2001 conference.  In this figure, the client submits to the system a logical query request, and the system takes care of all the details of figuring out what files should be transferred, and where to get them from.  This is achieved by using the compressed bitmap index, FastBit.  The index is applied to millions of “event” object from the STAR experiment.  An event object contains the data for a single particle collision of an experiment.  Identifying the desired subset of events and retrieving only that subset from the tape system is an important step in facilitating efficient data exploration. 
The demo consisted of deploying Disk Resource Managers (DRMs) and an Hierarchical Storage Manager (HRM) in multiple sites.  HRM is a specialized storage resource manager that manages HPSS.  

Multiple performance tests of FastBit were performed comparing it to the best known bit indexing method, called BBC. In addition to synthetic datasets used in the tests, we used a dataset is produced by a high-energy experiment called STAR.  
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Currently, the production data contain about 20 million events, but the number of events is growing quickly toward hundreds of millions.  The users are allowed to search about five hundred or so attributes.  A typical user query includes some conditions on three to eight attributes.  By using an efficient compression 

scheme, FastBit, we improve the speed of the search operation by a factor of 10 (see figure 10) while using only 60% more of space than the best-known scheme BBC.

Bitmap index for data exploration (LBNL)

[image: image12.png]SUM

CENTER




When analyzing large datasets produced by direct numerical simulation of an auto-ignition process, the scientists are interested in identifying and tracking regions of interest commonly known as flame fronts.  Using the bitmap index software we have developed, we can significantly speedup this process.  For example, on a set of data produced on a 2-D 1344 x 1344 grid, we are able to identify and track features of interests across 335 time steps using about 30 seconds.  The labels for the regions shown in Figure 11 are generated based on a feature tracking procedure.  Our analyses show that our algorithm scales as well as the best isocontouring algorithms. In addition, it supports ad hoc definition of conditions for the regions of interest and tracking regions, which cannot be easily done using isocontouring algorithms.  Existing feature tracking algorithm scales worse than our algorithm and cannot handle complex conditions.  This work is performed with the 
[image: image13.jpg]query processing time (sec)

107°

107 107
query box size

-8 WAH
-©- BBC
-©- ORACLE
mX psean





collaboration of combustion research scientists from Sandia Livermore.  This work and related papers on our compressed bitmap technology were published in [WKCS’03, WOS’01, WOS’02, SWS’02].
Adaptive File Caching in Distributed System (LBNL)
The main problem being addressed is the adaptive caching and replication of files in a network of distributed Storage Resource Managers (SRMs) used in data grids. An SRM, in the context of the data grid infrastructure, is a middleware component that facilitates the sharing of data and storage resources and the reliable transfer of massive amount of datasets in data intensive applications. Optimal functioning of SRMs is governed by various policies that they adhere to in executing their services. Such policies include service (or scheduling), caching and replacement policies. Our approach is to first develop analytical models of various policies and then implement and test codes of combinations of various policies that give the best performance results. The developed policy modules eventually would be migrated as the core policy modules of working SRMs in the data grid. The main accomplishments in this project include:

1. The definition of a utility function for determining the file to be replaced, and an algorithm for computing it in O(log2N) time in a cache containing N files. The replacement policy based on this is referred to as the Least Cost Beneficial based on K backward references or LCB-K.

2. The development of new and appropriate performance metric for evaluating disk cache replacement policies. We term this the average cost of retrieval per reference (ACPR). The results of ACPR measurements for various replacement policies show that LCB-K and GDS give the best results.

3. A development of a discrete event simulator for estimating the time it takes to replicate, transfer, cache and process files at a specific site in a given topology of distributed data.
These results were reported in [OOS’02, OS’03, ORS’03].
A Multi-Agent System for Analyzing Massive Scientific Data (ORNL)

Scientists who use simulation models to better understand physical phenomena commonly deal with massive datasets.  The output of such a simulation can often be terabytes in size, can be widely distributed, and may require months of supercomputing time to produce. Bringing these simulation models and algorithms to maturity requires significant iteration where the scientist must modify an algorithm, and then validate the resulting output.  Typically, once a candidate dataset is produced, a scientist either examines the data in raw form or invests considerable time and effort to analyze the data using exotic hardware and software tools. Clearly, viewing the data in raw form is very time consuming and prone to errors.  On the other hand, high-end systems and tools are typically expensive and difficult to maintain, and are therefore unsuitable for use during the development process of simulation models. Neither of these solutions is desirable, prompting the need for a simple and flexible analysis system for scientists to use during the development of simulation algorithms.

In the first phase, this project demonstrated that a large set of software agents, spread over a large dataset, would be able to quickly process, reduce, and display information from the dataset.  The data used 120 time steps from an astrophysics simulation of a supernova, developed as part of the TSI (Terascale Supernova Initiative) ISIC.  Scientists face a very common problem:  The simulation takes on the order of months of computing time and produces extremely large amounts of data.  To make this data available to a high performance visualization software package involves a large amount of effort.  A flaw in the simulation negates the entire effort.  Our system uses agents to monitor the location where the simulation data is stored and automatically incorporate new data on-the-fly from the simulation.  The scientist can also monitor this process on-the-fly. For example, a user at a remote client machine may request some data that they want to visualize.  Agents, running on the machine where the data resides, work together to produce several movies from portions of the requested data, which are sent back.  If the scientist is using a client with little bandwidth, a set of small, not very detailed movies can be returned, but if the client has plenty of bandwidth, a large, very detailed set of movies can be returned.  These multiple movies can be synchronized and played back for the user.
[image: image14.jpg]oa

MHHHHMH

100 200 300 400

,/.p°=° °¥

Timestep





Figure 12: Agent-based parallel processing
The system architecture contains multiple agents; each has one of three basic tasks.  A single data controller agent studies the dataset, divides it up, and deploys a data agent to handle each partition.  The data agents use compression and reduction techniques at a selectable level of detail.  A movie producer agent receives data partitions from a data agent to render them into a set of movies that may be produced with varying levels of detail. 

To develop/test this system we used data for 100 time steps of the supernova simulation stored in 100 separate 130MB files (each a 320 x 320 x 320 cube of 3-dimensional data). The controller agent deployed 800 data agents across the 100 data files.  A client requesting a movie at the lowest level of detail for all 100 time-steps receives roughly a 300 KB download.  Conversely, a client requesting a movie at the highest level of detail for all 100 time-steps receives 32 MB download.  Using a high-end desktop computer system performance was outstanding; that is, for this dataset, at the highest level of detail, the time between movie request and delivery was rarely more than two minutes.  The system is scalable, distributable, and easy to modify for various datasets.  It allows a user with a low bandwidth network connection to visualize data from a large dataset at a low level of detail while user with a high bandwidth connection may view the same data at a much higher level of detail.  The system was demonstrated at Supercomputing 2002.  Figure 12 shows the result of this agent-based parallel processing capability.  The agents technology we have developed is described in [PERS’03].
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The SDM Center Facility
Introduction

The SDM Center facility is part of the ORNL Probe installation. This arrangement provides several platforms (requiring and demonstrating compatibility with distributed operation), dissimilar platforms (requiring and demonstrating platform independence), Gigabit Ethernet networks (necessary for effective distributed operation) and disk and tape storage capacity.  This facility is currently used by several project of the Center, providing the hardware and software capabilities that cannot be afforded by each project of the center.

Accomplishments
One focus of the SDM ISIC is to improve access to tertiary storage. One project has enhanced the Hierarchical Storage Interface (HSI) application to provide HPSS-HPSS transfers, improve I/O performance and add tape-mount optimizations. These improvements are all in use within the ISIC as well as in production at various sites.

A second thrust has been to implement Linux HPSS movers to accomplish several goals. First among those goals, from the ISIC perspective, is to connect HPSS to PVFS (successfully prototyped). Important from a different perspective is implementing HPSS movers on nodes with Web100/Net100 window tuning; testing is under way. With the expected success, the new capability will improve network throughput to the particular benefit of the ISIC and to Climate and Terascale Supernova Initiative applications.  Figure 13 shows a schematic diagram of the current systems in Probe used for data analysis.
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Other resources include FibreChannel disk capacity (roughly 10 terabytes), tape drives supporting 18 terabytes of tape cartridge capacity and FibreChannel, Gigabit Ethernet and Fast Ethernet switches.

Having a diverse and powerful collection of resources is not enough for the Center needs. One of the most important aspects of the ORNL facility is the availability of a private copy of HPSS, one which is not bound to production use of the ORNL supercomputers or main mass-storage system. The facility’s version of HPSS is the most recent available and runs on the new RS/6000 Power4 processor. The presence of HPSS makes it possible to develop and test improvements to tertiary storage access and wide-area bulk file transfers using the Hierarchical Resource Management (HRM) software, Logistical Networking and other mechanisms.

It is also important to SDM ISIC success to have access to ORNL supercomputers, mass-storage facilities and very high-speed networks (ESnet and Internet2 at rates up to OC192). Using the facilities shown above, researchers have access to production quantities of data and network facilities. That access is proving beneficial to the Earth System Grid II project (routinely transferring Climate data from ORNL to NCAR using the ISIC’s HRM facility) and to the Terascale Supernova Initiative (receiving data from collaborators or from ORNL production systems for analysis and  visualization). The existence of the HPSS-HPSS transfer facility, developed as part of the SDM ISIC, helps in the design and execution of research plans.

Users of the facility, beyond those already mentioned, include several SDM-ISIC researchers, DOE Science Grid staff, ORNL staff (Cray X1 I/O performance studies are about to start) and MICS-office base-funded network researchers. The variety of users and topics leads to cross-fertilization – to the benefit of the ISIC – and facilitates the transition of research capabilities to production use to the benefit of all of SciDAC.

Finally, ORNL staff who use and administer the facility provide a very important resource. Those staff are performing network research (Net100/Web100), HPSS development and storage-related research. Their expertise and willingness to configure hardware and software to the needs of researchers adds greatly to the value of the facility.

Other R&D activities using the facility include Genomes-To-Life research, developing a production-quality bulk data wide-area-network transfer capability, Linux backups to HPSS, designing and implementing an automatic mechanism linking filesystems such as PVFS to HPSS, Grid accounting, rate-based network transfers and production data transfers from ORNL to Jlab.
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ASCI – Advanced Scientific Computing

ASPECT – Adaptable Simulation Product Exploration and Control Tool

CDCCSM - Collaborative Development of the Community Climate System Model Development
DOE – Department of Energy

EOF – Empirical Orthogonal Function

GUI – Graphical User Interface

HDF - Hierarchical Data Format

ICA – Independent Component Analysis

I/O – Input/Output

MPI – Message Passing Interface

MSE – Mean Squared Error

NCEP- National Center for Environmental Prediction
NetCDF - Network Common Data Form

ORNL – Oak Ridge National Laboratory

PCA – Principal Component Analysis

PCMDI - Program for Climate Modeling and Intercomparison

SAM- Scientific Annotation Middleware

SciDAC – Scientific Discovery through Advanced Computing

SDM – Scientific Data Management

TSB – TeraScale Browser

TSI – Terascale Supernova Initiative

UIC – University of Illinois in Chicago

VTK – Visualization ToolKit

XML– Extensible Markup Language
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Figure 64: Monthly surface temperature EOF dynamics of a 120-year climate model   simulation under transient CO2 increase.  
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   Figure 42. Spherical Symmetry Instability Ranges Conserved under Compression








Figure 31: Comparison of sampling with adaptive data reduction over the course of a supernova simulation.  Lines with symbols show mean squared error (black is sampling and red is adaptive) and vertical bars show proportion of data transmitted (light is sampling and dark is adaptive). 
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            Figure 9: system architecture for a dynamic analysis scenario





Figure 10.  The Word-Aligned-Hybrid (WAH) FastBitWAH compressed indices are much more efficient than the best known once. (ORACLE usesimplements some scheme close to the BBC scheme) we use.  P scan denotes the projection index.)





Figure 112. A sample 2D image depicts the regions of interest in one time instance.  Regions are numbered and marked with black outlines.  The color indicates concentration of a transient chemical HO2 (red is high concentration).
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           Figure 13: The current hardware setup of the SDM Center facility
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Figure 7:  Data Integration Infrastructure
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